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Abstract

Physics 4AL is designed to give students an introduction to laboratory experiments on mechanics. This course is intended to be taken after completion of Physics 1A or 1AH and concurrently to the student taking Physics 1B or 1BH. We will be experimentally investigating some of the most foundational concepts in physics, including gravity, energy, momentum, harmonic oscillation and resonance. These concepts are the basis for the classical motion of everything from electrons to galaxies. There are a lot of “science skeptics” in the world; I invite you to come to class with a critical eye and to experimentally test whether we, your instructors, have been lying to you all these years!
A crucial part of modern experimental physics is the use of computers to aide in data acquisition and experimental control. Computers can allow us to take data faster, more accurately, and with far less tedium than was possible before their integration into the laboratory. It is therefore crucial that an introductory physics laboratory course include the use of computer-aided data acquisition (DAQ), and we will be using the DAQ throughout the course to allow us to focus on the physics. This chapter will introduce the system we will use and can be regarded as a user manual and general reference for later experiments.

i.1 PASCO DAQ System: Capstone and the 850 Universal Interface

The data acquisition (DAQ) system we will use in this course is produced by PASCO Scientific for instructional lab courses. The software is called Capstone, and provides the
Figure i.2: The default startup screen for PASCO Capstone version 1.0.1. You may be using a slightly newer version that looks a little different, but the basics should be the same.

communication with the hardware interface. This guide is based on PASCO Capstone 1.0.1 and the PASCO 850 Universal Interface, which is the piece of hardware that connects the computer to your instruments, shown in Figure i.1.

i.2 Startup

To begin, ensure that the 850 is connected to the computer (via USB) and power it on by pressing the power button on the front if the 850 is not already on. If the unit is powered up and connected to the computer, the power button will be backlit in blue and the connection indicator light just below the power button will be illuminated in green. If you encounter problems with either of these, check that cables have not come loose or ask for help from your TA. Next, start the Capstone program, which has a logo that looks like, well, a capstone. Once running, the program should look something like Figure i.2.
If the Tools palette on the left is missing, click the gear icon in the upper left (“Change properties of current page and Tools Palette”) and check Show Tools Palette under Page Options. You can also right-click on the gray Capstone desktop and check Show Tools Palette. The same thing goes for the Controls and Displays palettes.

If your palettes are not shown on the screen, right-click the gray desktop and select the appropriate palette.

### i.3 Configuring Hardware

To set up the hardware for a specific experiment, click on the Hardware Setup icon in the Tools palette. If the 850 interface is turned on and is communicating with the computer, this will bring up a clickable picture of the front panel of the 850 interface, as shown in Fig. i.3.

The yellow circles are clickable and will enable you to tell the computer what hardware is attached to each connector on the 850 interface. Clicking on the yellow circle will bring up a drop-down menu showing the possible types of hardware connected to each port. Once you select the appropriate type of hardware from the list, icons will appear indicating how the software thinks the hardware is connected. For example, to configure Capstone for the vibrating string lab, you could choose Light Sensor from the drop down menu of the analog input channel used for the photodiode and Output Voltage Current Sensor for output channel 1.
i.4 Scope Display

The Scope feature is useful for running diagnostics of your apparatus and setting things up with real-time readout of the results. When all else fails, you can try using the scope to see if your DAQ is receiving input from its transducers. To start a full-screen Scope session, double click the Scope icon from the Displays palette (typically upper right, as shown in Fig. i.2). This will produce a large set of axes on the screen to display the measurement, such as shown in Fig. i.4. If you have the Hardware Setup or Signal Generator screens open and the left side of the plot is not visible, either close those screens or click the push pin at the upper right side of those windows to force the scope plot to shrink to fit the available space.

To configure what is being plotted on each axis, click the axis label, which is the button that says to bring up the drop down menu. This menu will have the names of devices that can be used for plotting, but the only selectable items are the actual measurements listed below each device name. Selecting the proper measurement for each axis will display the name of that measurement as the axis label. There is a menu bar for the scope trace that will appear when it is clicked or moused over in the display.
The $x$-axis will almost always be time for our purposes, so to begin plotting whatever is on the $y$-axis vs. time in real-time, you may need to change from 
Keep Mode or Continuous Mode to Fast Monitor Mode, which can be selected in the Controls palette, usually found at the bottom of the screen. This will allow you to start seeing real-time traces on the scope by clicking the Monitor button:

Changing the scale and offset of the axes is a little tricky. To change the offset (i.e. to move the location of the origin), you can grab the plot region itself and drag it around. If this doesn’t work, make sure that axis panning is not locked by right-clicking on a tick label and making sure that Lock Axis Panning is not checked. To change the scale of an axis, either mouse over the tick labels and use the scroll wheel, or grab an axis tick label and drag it toward or away from the origin to change the scale.

If nothing appears on the scope trace, make sure the expected signal would be shown in the range that is being plotted. If there is still no trace shown, mouse over the plot area to
bring up the pop-up menu at the top and check to make sure that the trigger button is not depressed. If it is, click it to unselect “normal trigger” mode.\(^1\)

To plot multiple traces on the same set of axes, click the **Add new y-axis to scope display** button on the pop-up menu for the scope trace. (If you don’t see the pop-up menu at the top of the scope trace such as is shown in Fig. i.4, mouse over the plot region.) The new y-axis will appear on the right side. To change the color of the plot, click on the sensor data summary, right click the run, and the option “color picker” will come up.

\^1\text{If you understand how to use a trigger on an oscilloscope, feel free to use it; it can be quite handy. The trigger level is indicated by a very faint vertical arrow on the y-axis (at } x = 0, \text{ shown in Fig. i.5 at } t = 0.00 \text{ s, } y = 44\%)) \text{ that can be dragged around to change the trigger level. The arrow starts at } (0, 0) \text{ on the plot, so if you click the trigger button and can’t find the arrow, make sure you have } x = 0 \text{ and } y = 0 \text{ visible in your plot region.}
Figure i.6: A **Table** and **Graph** showing the same data. If you only want to save the data between, say, $t = 1$ s and $t = 2$ s, you can highlight just the relevant portion in the **Table** on the left and copy-and-paste it into Excel.

### i.5 Exporting your Data

PASCO has not yet provided a way to save your data in a format that is useful. Ideally, you should be able to import your data into an analysis program, such as Matlab, Excel, Mathematica, Open Office Calc, IGOR Pro, Google Spreadsheets, or whatever else is your preferred program. The way we will get around this software limitation is by displaying the data in a table, from which you can later copy and paste the data directly into Excel on the lab computer. Then you can save your Excel file in whatever format you prefer (.xls, .csv, etc.) and, for instance, email it to yourself for analysis at home.

To display the acquired data in a table, first start a new table by clicking the **Table** icon in the **Displays** palette. This will open a new, blank, two-column table on the workspace. The heading of each column will be a clickable drop-down menu just like the **Scope** axes, and you can choose the data you want to save for each column.

For example, Figure i.6 shows the results of a short measurement of force vs. time. Both the **Table** column headings and the **Graph** axis labels have been configured to display force (in Newtons) and time (in seconds). The data were then recorded using, for instance, Continuous...
Figure i.7: The same data highlighted in Fig. i.6 right after being pasted into a new workbook in Excel. Note that the column headers from the table in PASCO were automatically pasted with the data. This spreadsheet can now be used for plotting, analysis, and saving for further analysis and inclusion in a lab report.

Mode from the Controls palette, though it may also be acquired using Fast Monitor Mode and Keep Mode if those are better suited to the particular experiment.

If we only want to save the section of data with the large peak in it for analysis and plotting in a lab report, we can do this by highlighting the relevant portion of the Table and copying it to Excel using copy (ctrl-c) and paste (ctrl-v). Figure i.7 shows the data that was highlighted in Fig. i.6 as it appears in Excel directly after pasting it into a new workbook. The data are now available for saving, plotting, curve fitting, and inclusion in a lab report.
ii. Determining and Reporting Measurement Uncertainties

Throughout this course, we will be making and reporting quantitative measurements of experimental parameters. In order to interpret the results of a measurement or experiment, it is crucial to specify the uncertainty (often called the “error” or “error bars”) with which the measurement claims to be a report of the “true value” of the quantity being measured. This chapter is designed to be a quick reference for the assignment and propagation of errors for your lab reports. For a more detailed treatment, I recommend the excellent books by Taylor [8] or Bevington and Robinson [1].

ii.1 Statement of measured values in this course

Every measurement is subject to constraints that limit the precision and accuracy with which the measured “best value” corresponds to the “true value” of the quantity being measured. It is fairly standard in physics to use the following notation to specify both the measured best value and the uncertainty with which this value is known:

\[ q = q_{\text{best}} \pm \delta q. \]  

(ii.1)

Here, \( q \) is the quantity for which we are reporting a measurement, \( q_{\text{best}} \) is the measured best value (often an average, but not infrequently generated in other ways) and \( \delta q \) is the uncertainty in the best value, which is defined to be positive and always has the same units as \( q_{\text{best}} \). For our purposes in this course, the uncertainty will always be symmetric about the measured best value, so the notation of Eq. ii.1 will be used throughout.

For example, the most accurately measured quantity in the world is currently the ratio of the energy splittings between pairs of special states in two atomic ions [6], which is given by

\[ \frac{\nu_{\text{Al}^+}}{\nu_{\text{Hg}^+}} = 1.05287183314899044 \pm 0.00000000000000006. \]  

(ii.2)

Here, the measured best value is 1.05287183314899044 and the uncertainty is \( 6 \times 10^{-17} \). This level of precision and accuracy is far beyond anything we will be measuring in this
course, but the notation in nonetheless understandable because it is given in the form of Eq. ii.1.

In this course, you will almost exclusively be measuring quantities with units. Measured values for quantities that have units must be stated with their units. Failing to do so results in complete nonsense, the loss of $300 million space probes [5], dogs and cats living together, mass hysteria [4], not to mention the loss of points on your lab report grade. It is fine for the units to appear as abbreviations, words, in column headers, after the numerical values, or in some combination of these just so long as it is clear what the units are. A good example of how to report a measured value is given by the 2010 CODATA recommended value for the proton mass:

\[ m_p = (1.67262178 \pm 0.00000007) \times 10^{-27} \text{ kg}. \]  

(ii.3)

Note that the parentheses are used around the measured best value and the uncertainty because they have the same units (which is always true) and are written with the same exponential factor (which can help to make it easy to read).

There are two last points to make here about reporting measured values. First, in these two examples, the uncertainties are written with the same precision (in scientific notation, the number of digits where we include any leading zeros) as the measured best value. This should always be the case, and when you report a measured value with an uncertainty, you must make sure the uncertainty is reported with the same precision as the measured best value.

Second, if we disregard all of the leading zeros, the uncertainty is presented with one nonzero digit. There are times when it is appropriate to use up to two digits for this (particularly when the first digit of the uncertainty is small, say, a 1 or 2), but uncertainties should never have three significant digits. This is because the size of the uncertainty itself sets the scale of where the measurement can no longer claim to be providing useful information.

### ii.1.1 Other notation you will encounter

A quick glance at Eq. ii.2 and ii.3 reveals that it is difficult to read off the absolute value of the uncertainty, since one has to count a lot of zeros. For this course, you will be expected to report your measurements in the form of Eq. ii.1, but you should be aware of other methods that are used so that you can interpret their meaning.

Concise notation is useful when the fractional uncertainty becomes very small (as in the examples above). In concise notation, only the significant digit or digits of the uncertainty are written, and they are written in parentheses directly after the best value, which is written to the same precision. For example, the following shows two ways to express the same measured value for the frequency of a laser

\[ \nu = (3.84230 \pm 0.00002) \times 10^{14} \text{ Hz} \]  
\[ \nu = 3.84230(2) \times 10^{14} \text{ Hz}. \]  

(ii.4)  

(ii.5)

The second line uses concise notation, where since the number in parentheses has one digit, we are being told that this is the uncertainty in the last digit of the best value. This gets
more complicated when uncertainties are quoted with two digits, which seems to be getting more common in the literature. As a concrete example, the mass of the electron reported by CODATA is actually reported in the following form:

\[ m_e = 9.109\,382\,91(40) \times 10^{-31} \text{ kg} \tag{ii.6} \]

Here, we are being told that the last two digits have an uncertainty given by the two digits in parentheses. This notation can seem somewhat confusing for a number of reasons, but if we always think of writing the digits in parentheses below the best value so that they end at the same place, it is easier to keep from getting confused, as in

\[ m_e = 9.109\,382\,91 \times 10^{-31} \text{ kg} \pm 0.000\,000\,40 \times 10^{-31} \text{ kg} \tag{ii.7} \]

*Asymmetric uncertainties* are also sometimes encountered in the scientific literature, where the upper uncertainty may have a different size than the lower one. In this case, the following three examples show how one may see this written, using an example of a measured radiative decay lifetime:

\[ \tau = (37.0 +2.0/-0.8)\text{ ms} \tag{ii.8} \]
\[ \tau = (37.0 +2.0/-0.8)\text{ ms} \tag{ii.9} \]
\[ \tau = 3.70(+20/-08) \times 10^{-2} \text{ s} \tag{ii.10} \]

### ii.1.2 “Sig Figs”

There is a system for implicitly including the order of magnitude of the uncertainty of a measured quantity by simply stating the value with a certain number of digits, which is often called the “sig figs” method for reporting uncertainty. Since our uncertainties will be determined with higher precision than their order of magnitude, we will not be using this shorthand method in this course, and you will be expected to explicitly write the uncertainty of your measured quantities, either in the form of Eq. ii.1 or as a separate column entry in a table. However, you should be aware of this shorthand since it does get used, though typically outside of formal scientific literature.

Aside from its lack of specificity, an additional drawback of the sig figs method for reporting uncertainties is that all too often it leads to laziness and people reporting numbers with implicit uncertainties far better than are actually merited. Your author starts to become suspicious that this might be happening when measurements of continuous quantities are reported to 4 or more digits, particularly by non-scientists. At or after the 4th digit, one has to think seriously about things such as the calibration and resolution of measurement equipment, thermal expansion of tape measures and rulers, finite response time and jitter of timing systems, the linearity and stability of spring constants, surface roughness and cleanliness, not to mention whether it makes sense at all to define the quantity you’re measuring to that scale.
Example ii.1 Your author just looked at espn.com and noticed that they report the speeds of NASCAR racers to 6 digits. They claim that, for instance, Kyle Busch just completed a lap with an average speed of 126.648 mph. Can you think of reasons to suspect that some (perhaps half) of these digits should not be believed? Hint: was the length of the track even known to 6 digits at that particular time on that particular day [9]?

ii.1.3 Accuracy and Precision

In physics and other sciences, the words accuracy and precision mean different things, and it is important to distinguish between them. The accuracy of a measurement is how close the measured value is to the true value of the quantity being measured. If the true value is within the uncertainty that is reported, we find that the measurement was accurate.

Estimating the accuracy of a measurement is notoriously difficult without knowing the true value. The standards that must be met to produce quantitative accuracy estimates vary from field to field, but they generally consist of trying to estimate the size of the impact of every possible source of error.

One cheap way to make a measurement that won’t be inaccurate is to construct the measurement poorly on purpose so that the uncertainty is gigantic and is thereby highly likely to overlap with the true value. However, this illustrates the point that accuracy is not very useful without another key ingredient of a good measurement: precision.

The precision of a measurement is how small the range is that a statistical spread of repeated measurements will fall into. The precision tells us nothing about the accuracy of a measurement, and is determined entirely without knowing the true value of the quantity being measured. Measurement precision is often determined by the statistical spread of repeated measurements, and it will be fairly standard in this course to use the standard deviation of a collection of repeated measurements to set the precision of the reported measured value (see § ii.1.6 for a more sophisticated treatment). However, the resolution of the measurement tool itself could be larger than this spread, in which case the quoted precision will be dominated by the instrument resolution.

Exercise ii.1 A researcher needs to determine the diameter of a 10 cm long quartz rod to make sure it will fit the mirror mounts for an optical cavity. The calipers used have a digital display whose most-precise digit is in the 0.01 mm place. 10 measurements along the length of the rod all yield the same reading on the display, 5.98 mm. It is clear that the measured best value is \( d_{\text{best}} = 5.98 \text{ mm} \), but how can the uncertainty \( \delta d \) of the measurement be determined?

ii.1.4 Computer use and too many digits

A common mistake that students make in reporting measured values is to have too many (way too many) digits on their numbers. After all, the computer will report a measured value often to 16-bit precision, which gives a relative precision of \( 10^{-5} \). However, just because a
computer gives you a number with 5 digits of precision does not mean that the measurement is accurate at that level. If you have a computer multiply a raw measured value of something by \( \pi \), for instance, the computer will happily tell you the answer to 50 digits. This may look impressive at first, but if the original number is only measured to 2 digits, all of that extra stuff is nonsense.

For example, if you see that repeated measurements of the same quantity fluctuate at about the 3rd decimal place, there is not going to be much useful information in the 8th decimal place and it should probably not find its way into your report in any form. In this case, it would make sense to hang on to maybe 4 or 5 digits during the calculations and for making tables of your raw data. However, the uncertainty is likely to be in the 3rd digit in the end, in which case you will be throwing out everything after the 3rd digit in your final reported number and there is no reason to keep hauling those 8th digits around, cluttering up your spreadsheets and implying an unrealistic uncertainty in your numbers. If you keep things simple, you will find that the physics is easier to see!

### ii.1.5 Sources of uncertainty

There are many factors that can contribute to uncertainty in measured quantities. These sources are often separated into two types, *systematic uncertainty* and *statistical uncertainty*. This is a slight oversimplification, but for our purposes in this course, sources of statistical uncertainty tend to produce a random distribution of data points about the mean upon repeated measurements of the same quantity. As such, *statistical uncertainty* affects the *precision* of measured values, but not the *accuracy*.

Systematic uncertainty, on the other hand, affects all of the measured data points in the same way and therefore does not contribute to the statistical spread. *Systematic uncertainty* limits the *accuracy* of a measurement, but not the *precision* of the measured value. If you need to compare your measured value to a known true value (for instance, perhaps in a measurement of \( g \)), you will need to consider systematic effects, particularly if you find that your measurement was inaccurate (the true value does not fall within your uncertainty of your measured best value).

However, we will primarily be concerned with quantitative assessments of statistical uncertainty in this course. To reiterate an earlier point, you are likely to encounter two main types of statistical uncertainty in this course, those due to *finite instrument resolution* and those due to “noise” sources that cause repeated measurements of the same quantity to fluctuate. The quantitative method for combining multiple sources of uncorrelated uncertainties is covered in section ii.2.

### ii.1.6 Estimation of Statistical Uncertainty in a Mean

One way to estimate the statistical uncertainty in a measurement is to repeat the measurement many times and to look at the spread in measured points. This method is only applicable in cases where the precision is limited by statistics (instead of, for instance, instrument resolution), but will be commonly encountered and so we provide a summary of
Let us assume we have a set of $N$ data points $x_i$ that all measure some quantity $x$. If we do not have a good estimate for the uncertainty in each $x_i$, we can still combine them to come up with a best value and uncertainty in $x$ by looking at their statistics.

For our purposes in this course, we may assume $x_{\text{best}} = \bar{x}$, which is to say that the best value for our measurement of $x$ is the mean of our measured points

$$\bar{x} = \frac{1}{N} \sum_{i=1}^{N} x_i. \tag{ii.11}$$

One commonly used method for estimating the uncertainty in our knowledge of $x$ is to use the standard deviation ($\sigma_x$) of the collection of points $x_i$. The standard deviation is a measure of the spread of points around a mean value. In our case, we should use the so-called sample standard deviation\(^1\), given by

$$\sigma_x \equiv \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} (x_i - \bar{x})^2}. \tag{ii.12}$$

The reason we divide by $N - 1$ instead of $N$ is that $\bar{x}$ was determined from the data points themselves and not independently. In Microsoft Excel, the functions STDEV() and STDEV.S() both calculate the sample standard deviation using the formula above and you may use either one if you don’t want to enter that formula manually.

While it is probably okay in most cases in this course to use the sample standard deviation as an estimate of the statistical uncertainty in the mean, there is something about this that is missing. Specifically, the problem with using $\delta x = \sigma_x$ is that it does not really get smaller as you collect more data. However, if we take 100 times as many data points as we had and they have the same spread as our original data set, we should be able to use this to come up with a significantly better measurement of $x$ since we get to average over 100 times as many individual data points. Specifically, we should get a statistical uncertainty that is 10 times smaller if we take 100 times as many data points, which fact is evident when we use the following formula to calculate our statistical uncertainty:

$$\delta x = \frac{\sigma_x}{\sqrt{N}} = \frac{1}{\sqrt{N}} \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} (x_i - \bar{x})^2}. \tag{ii.13}$$

You may apply Eq. ii.13 anytime you are trying to estimate the statistical uncertainty in the mean of a collection of data points based only on the distribution of those points.

### ii.1.7 Summary

When writing your lab report, you may at times choose to include raw data in your report. This will likely take the form of a table or plot of some kind. Raw data does not need to have

\(^1\)There is also something called a population standard deviation, which differs from Eq. ii.12 in that the factor of $1/(N - 1)$ is replaced by $1/N$. The population standard deviation is appropriate in cases where the mean of the parent distribution is determined independently from the data.
explicit uncertainties for each entry unless you are specifically asked to provide it. However, even your raw data must have units labeled. This can be done in column headers or plot axis labels, but there should not be any room for ambiguity on this point.

- Every single number in your report that describes a quantity that has units must have its units clearly labeled in your report.

When reporting the results of measurements in your report (as opposed to just showing examples of raw data), you will be expected to report the measured best value and the uncertainty. When you quote the final measured value of a quantity in your report, be sure that

- You report the measured best value and the uncertainty: \( q = q_{\text{best}} \pm \delta q \)
- You include proper units
- The measured best value and the uncertainty are written with the same absolute precision
- The uncertainty has no more than two significant digits

## ii.2 Propagation of uncertainties

Fairly often in the laboratory we will be measuring many different quantities and combining those measurements together in some mathematical way to come up with a measured value for a composite quantity. For instance, let’s say we wanted to measure the average velocity of a glider on an air track (Fig. 1.1) by using a stopwatch to measure the time \( t \) it takes the glider to travel some distance \( x \). Using the guidelines above, we will have assigned an uncertainty to each of these quantities, so we want to know how to turn our measured values for the parameters \( x_{\text{best}} \pm \delta x \) and \( t_{\text{best}} \pm \delta t \) into a measured value for the composite quantity, the average velocity \( v = v_{\text{best}} \pm \delta v \).

The way we do this is by using the functional form of how the composite quantity depends upon the input parameters to mathematically determine the resulting uncertainty in the composite quantity. It is important to use the following methods only in the cases where the uncertainties are uncorrelated, so be sure that the uncertainties are generated by physically independent mechanisms (statistical uncertainties typically fall firmly into this category).

We will write the expression relating the uncertainty \( \delta f \) of some composite quantity \( f \) to the uncertainties \( (\delta x, \cdots, \delta z) \) of the parameters used to compute \( f = f(x, \cdots, z) \) without proof or derivation (see, e.g., [1]):

\[
\delta f = \sqrt{\left( \frac{\partial f}{\partial x} \delta x \right)^2 + \cdots + \left( \frac{\partial f}{\partial z} \delta z \right)^2} 
\tag{ii.14}
\]
where the vertical line on the right side instructs us to evaluate the resulting expression at $x = x_{\text{best}}, \ldots, z = z_{\text{best}}$.\(^2\)

If you are not familiar with the notation of those derivatives ($\partial f/\partial x$), they are called **partial** derivatives and simply instruct you to treat everything except the variable of differentiation as a constant when taking the derivative. If we come back to our example of the measurement of the average velocity of a glider, we first identify $f = v = x/t$. We need to determine $\delta v$ in terms of $x_{\text{best}}, \delta x, t_{\text{best}},$ and $\delta t$. We can begin by taking the partial derivatives:

\[
\frac{\partial v}{\partial x} = \frac{\partial}{\partial x} \left( \frac{x}{t} \right) = \frac{1}{t} \tag{ii.15}
\]

and

\[
\frac{\partial v}{\partial t} = \frac{\partial}{\partial t} \left( \frac{x}{t} \right) = -\frac{x}{t^2}. \tag{ii.16}
\]

This gives us

\[
\delta v = \sqrt{\left( \frac{1}{t} \delta x \right)^2 + \left( -\frac{x}{t^2} \delta t \right)^2} \bigg|_{x_{\text{best}}, t_{\text{best}}}
\]

\[
= \frac{1}{\sqrt{t^2}} \sqrt{\left( \delta x \right)^2 + \frac{x^2}{t^2} \left( \delta t \right)^2} \bigg|_{x_{\text{best}}, t_{\text{best}}}
\]

\[
= \sqrt{\frac{x^2}{t^2}} \sqrt{\left( \frac{\delta x}{x} \right)^2 + \left( \frac{\delta t}{t} \right)^2} \bigg|_{x_{\text{best}}, t_{\text{best}}}. \tag{ii.17}
\]

Normally, we would say that $\sqrt{x^2/t^2} = \pm x/t$ to reflect the two solutions of that equation. However, we have defined all uncertainties ($\delta q$ in Eq. ii.1) to be positive, so here we take the absolute value:

\[
\left| \sqrt{\frac{x^2}{t^2}} \right| = \frac{x}{t}. \tag{ii.18}
\]

We can now evaluate our expression at $x = x_{\text{best}}$ and $t = t_{\text{best}}$ to give us

\[
\delta v = \frac{x_{\text{best}}}{t_{\text{best}}} \sqrt{\left( \frac{\delta x}{x_{\text{best}}} \right)^2 + \left( \frac{\delta t}{t_{\text{best}}} \right)^2}. \tag{ii.19}
\]

We have identified $v_{\text{best}} = x_{\text{best}}/t_{\text{best}}$, so dividing both sides by the absolute value of this quantity and noting that we can add an absolute value sign to both terms under the radical since they are squared anyway gives us the following symmetric-looking form:

\[
\frac{\delta v}{|v_{\text{best}}|} = \sqrt{\left( \frac{\delta x}{|x_{\text{best}}|} \right)^2 + \left( \frac{\delta t}{|t_{\text{best}}|} \right)^2}. \tag{ii.20}
\]

\(^2\)The assumption we are going to invoke here is that $f_{\text{best}} = f(x_{\text{best}}, \ldots, z_{\text{best}})$. This is sometimes not strictly correct, but will serve for the purposes of this course.
The quantity $\delta q/|q_{\text{best}}|$ is called the fractional uncertainty or relative uncertainty of some measurement of $q$, so we can restate Eq. ii.20 in words by saying that the fractional uncertainty in a ratio of two quantities is given by the quadrature sum of the fractional uncertainties of the two quantities.

### ii.2.1 Specific formulas

While form given in Eq. ii.14 is sufficiently general to allow it to be applied directly for every case encountered in this course, we can summarize some of the most common results that can be derived from it as follows.

- **Measured quantity times an exact number:** $f = Ax$
  \[
  \delta f = |A| \delta x \tag{ii.21}
  \]

- **Sums and differences (they follow the same rule):** $f = x + y - z + \cdots$
  \[
  \delta f = \sqrt{(\delta x)^2 + (\delta y)^2 + (\delta z)^2 + \cdots} \tag{ii.22}
  \]

- **Products and ratios (they follow the same rule):** $f = \frac{x \cdots z}{u \cdots w}$
  \[
  \frac{\delta f}{|f_{\text{best}}|} = \sqrt{\left(\frac{\delta x}{|x_{\text{best}}|}\right)^2 + \cdots + \left(\frac{\delta z}{|z_{\text{best}}|}\right)^2 + \left(\frac{\delta u}{|u_{\text{best}}|}\right)^2 + \cdots + \left(\frac{\delta w}{|w_{\text{best}}|}\right)^2} \tag{ii.23}
  \]

- **Measured quantity raised to an exact number power:** $f = Ax^n$
  \[
  \frac{\delta f}{|f_{\text{best}}|} = |n| \frac{\delta x}{|x|} \tag{ii.24}
  \]

- **Exponential with measured quantity in the exponent** $f = Ae^{ax}$
  \[
  \frac{\delta f}{|f_{\text{best}}|} = |a| \delta x \tag{ii.25}
  \]

You may recognize that Eq. ii.20 is a special case of Eq. ii.23, as is Eq. ii.21. And, of course, all of these are special cases of Eq. ii.14. These cases are not the only possibilities for functional forms of the relationships between measured values, but they are the most common for us in this course. You should be sure to keep in mind that these formulas are valid only for uncertainties that are uncorrelated.
Experiment 0: Sensor Calibration and Linear Regression

Your first experiment is intended to familiarize you with some of the basics of the DAQ system. There will not be a formal report due next week. Instead, there is a short set of homework problems (“Homework 0”) at the end of this chapter that you will complete and turn in online. Be sure to read through the homework problems to make sure you have saved all of the data you will need to complete Homework 0.

For many experiments in this course, you will be using a force sensor similar to the one shown in Fig. 0.1. This device is designed to output a voltage that is proportional to the force applied between the hook and the body of the sensor. The DIN cable allows your computer to read this voltage via the 850 interface. If Force Sensor is selected as the type of input, the 850 will assume it knows how to convert voltage to force and will simply read in units of force (N). However, to illustrate how the interface really works, we will not trust this conversion implicitly and will instead be looking at the raw voltage from the sensor.

The process of determining how voltage corresponds to force is an example of a process called calibration, and Experiment 0 walks you through a manual calibration procedure for this force sensor. This procedure is not the same as the Calibration feature in Capstone, and the manual calibration described here will be far more accurate than that supplied by the manufacturer. Plastic deformations of the sensor components, changes in ambient conditions, and electrical offset sources may all change between experiments, so to increase the accuracy of your force measurements, you may consider checking the sensor calibration each week that it is used. Your TA may or may not ask you to do this explicitly.

0.1 Hardware setup

To set up the force sensor to read its raw voltage, start your DAQ system using the instructions in §i.2 and connect the DIN cable to one of the Analog Inputs of the 850. Set up the 850 to read voltage from the appropriate analog input (see §i.3) by choosing User Defined Sensor from the drop-down menu of the appropriate input (Do not choose Force Sensor), at which point your Hardware Setup pane will show a little electricity-looking icon with a line to the channel you chose.

To test that you have set up the connection correctly and that there are no software or hardware errors happening to keep you from reading the sensor correctly, use the Scope
feature in Fast Monitor Mode to see that the voltage changes when you push or pull a little on the hook. An overview of how to use the Scope feature can be found in section i.4. If you cannot see any signal from your sensor on the screen, go back through these steps carefully to see if you missed something; if not, ask your TA for help.

0.2 Manual calibration procedure

Once your DAQ is able to read voltage from the force sensor you are ready to begin the calibration. The procedure will be to attempt to zero, or tare the sensor, and then to hang known weights from the hook while monitoring the voltage. You will record several readings, then use Excel or whatever other program you like to fit a line to the data. The slope and offset of this line is the calibration curve for your sensor. The offset will almost certainly not be zero, which will tell you something about how well the tare procedure worked.

0.2.1 Measurement Apparatus

First, attach the force sensor to a horizontal post so that the hook hangs vertically downward, appropriate for hanging weights from it. The best software tool for measuring the voltage is probably the Digits feature in the Displays palette. If the Displays palette is missing, see section i.2 for instructions on how to get it back onto the screen. You can configure your Digits display to show the voltage produced
by the sensor by choosing **User Defined (V)** from the drop-down menu of the button.

Your calibration of the force sensor will be capable of accounting for an offset in the reading caused by a nonzero voltage reading with no applied force. However, it is useful to know how to **tare** the sensor in hardware for calibration and making differential measurements. Using **Fast Monitor Mode** with your Digits display, you should be able to read the offset voltage in real-time by clicking **Monitor** in the controls palette.

The voltage you see displayed will fluctuate around some value that is not necessarily zero. You can define this offset to be 0 V by pressing the tare button on the side of the sensor, shown in Fig. 0.1. The voltage reading will now be centered near zero. Your calibration will tell you how well this procedure worked when we produce a fit line.

### 0.2.2 Changing the Display Precision

You may notice that your sensor reading fluctuates around as a function of time, even after taring the sensor. This gives you some idea of the **precision of the sensor**, which determines the minimum size of the steps between distinct values. You will need to observe and record the magnitude of fluctuations like this in various sensor readings throughout the course, because they are an important part of your uncertainty determination for measured quantities.

Aside from the precision of the sensor, it is possible that Capstone is only displaying a subset of the digits it actually gets from the sensor. This is called the **display precision** of your DAQ. It will be crucial in later labs to be able to change the display precision to avoid becoming limited by this (which is known as **quantization error**).

To change the display precision, mouse-over the **Digits** display to pop up the menu bar at the top. On the far left side of the menu bar, there will be two buttons to control the display precision, one to increase it and one to reduce it. Click each one a few times while watching your sensor reading to get a feel for how the system works. Determine the maximum number of digits that Capstone is willing to display by increasing the precision until the button no longer changes the display. Typically, the ideal display precision is just at the point where the reading fluctuations show up in the last digit.

Next, we will record the voltage reading for a series of known weights hung from the hook. To get a steady reading, it will be helpful to turn down the sample rate to something on the order of a couple of times per second. This can be done in the **Controls palette** at the bottom of the screen.
0.2.3 Entering and Plotting Data in Excel

Next, we will be collecting our data in a table, so start a new workbook in Excel and record the voltage reading and mass of a series of weights hung from the force sensor hook. Now is probably a good time to get in the habit of labeling the columns of tables with descriptive labels and appropriate units, as shown in Fig. 0.2. Since you will be converting mass to force using $F = mg$, it is a good idea to leave a blank column next to the column where masses are recorded so that we can make Excel do the work of filling in the force column.

To have Excel fill in the force column with the calculated force in N, highlight the top cell of the new column (right next to the cell with your first mass value entered) and enter the formula you want Excel to execute. Formulas in Excel begin with an = sign, followed by the mathematical expression you want, where variables can be entered either manually, or through reference to the cell address in which the variable value has been entered.

For instance, for the data shown in Fig. 0.2, to make cell B3 display the gravitational force (in N) acting on the mass entered in cell A3, one could type in “=A3*0.001*9.80” and hit enter. In this case, the factor of 0.001 comes from converting g into kg and the factor of 9.80 is for $g = 9.80$ m/s$^2$. The formula can now be copied down the column by highlighting the cell with the formula, grabbing the bottom right corner of the cell, and dragging it down the column. Excel will recognize that “A3” should be changed to “A4” in the formula for cell B4 and so forth.

Once you have two columns recording the applied force and the output voltage, you can plot your data. Excel calls this a “chart” (because Excel is made for businesspeople) and you can create one by highlighting the two columns with your data and choosing Scatter
Figure 0.3: Excel has created a terrible-looking plot. In the opinion of your author, what Excel lacks in the appearance of its plots it makes up for in ease-of-use for students, which is why it is recommended here. If you have other programs you prefer to do your own data analysis, feel free to use them.

from the **Insert → Charts** menu or something similar in whatever version of Excel you are using.

If you had Excel make a scatter chart for you in this way, your workbook probably looks similar to that in Fig. 0.3 This plot has no axis labels, so it takes a little looking to even figure out which column was used for the $y$-axis and which for the $x$-axis. I would recommend that the first thing you do when creating a plot in Excel is to label the axes and units for those axes. How this is done will depend upon your version of Excel, but you’re probably looking for something like **Chart Tools → Layout**. Using the features you have at your disposal and a bit of web searching, you can hopefully figure out how to make a reasonably clear plot of your data, such as that shown in Fig. 0.4. All plots that end up in your report must have axis labels and appropriate units, as well as a figure caption with a title, description of what is displayed, and possibly a fit line equation. Instructions for how to incorporate plots into your reports can be found in Appendix A.

### 0.2.4 Linear Fit to Numerical Data

Next, we would like to have Excel calculate the equation of the best fit line to our data. To do this, you will have Excel “add a trendline” to your data. Since we expect the voltage to be linear in the applied force, we are looking for an expression in the form

$$V = aF + b \quad (0.1)$$
to relate the measured voltage $V$ to the applied tension $F$ in terms of the slope $a$ and offset $b$ of our sensor. Note that $a$ and $b$ will have units, that they constitute the results of a measurement, and that they need to have a quantitative uncertainty associated with them.

We will use Excel to calculate $a$ and $b$ for us by having it add a linear trendline (a.k.a. a linear best fit) to the data and display its equation on the chart, as shown in Fig. 0.4. The procedure for adding a trendline will vary from version to version of Excel, but right-clicking on one of the data points or going to Chart Tools $\rightarrow$ Layout are likely places for this option to be hiding. In the trendline options, remember that we want a linear trendline, we do not want the offset set to a particular value (so it will remain a fitting parameter; your sensor may still have an offset despite the tare procedure), and we want the equation displayed on the chart.

0.2.5 Figure Captions and Fit Line Equations

You will be asked to provide a figure caption for every plot that appears in your lab report. The figure caption should contain the following features.

- A figure designation that allows you and your grader to refer to the figure by some name. Typical designations are things such as “Fig. 4,” “Table III,” “Figure 2,” etc.
- The first “sentence” should be a short, descriptive title for your figure. It needs to convey more than what the $x$ and $y$ axes are, and should tell the reader something
about why this information is being plotted. Feel free to put this in bold-face font for clarity.

- Descriptive text that fully describes what is happening in the plot. This should include a discussion of what the symbols and curves in the plot are and how they were generated.

- If there is a fit line on the plot, you should include the fit line equation in the caption, which will include proper units and uncertainties.

A guide to making figures and captioning them using Word and Excel by Julio S. Rodriguez, Jr. can be found in Appendix A.

0.2.6 Calculating Uncertainties in a Linear Fit with Excel

For the example data of Fig. 0.4, we find that the linear fit line is described by the equation \( y = -0.1393x + 0.0013 \). Comparing this to Eq. 0.1, we are tempted to identify \( a = -0.1393 \text{ V/N} \) and \( b = 0.0013 \text{ V} \) and declare victory. However, we still need the uncertainty in the measured values (\( \delta a \) and \( \delta b \)) used to generate this fit before we can report the results of a measurement. As is always the case, we cannot claim we measured something (in this case, the sensor calibration) without also describing the uncertainty associated with this measurement.

One question that we can ask ourselves is “why is there an uncertainty at all? After all, there is a single, unique fit line that is the very best fit to these data. Why would that have an uncertainty?” This is a very good question. The answer is that the scatter in the data will effectively permit a series of different lines that all essentially model the data to the same degree. For data with a lot of scatter, the “goodness of fit” of the best fit line is only a very tiny amount “more good” than a whole collection of lines with similar slopes and offsets, so the uncertainty will be large. For data with very little scatter, a small change in the slope or offset will substantially degrade the “goodness of fit,” and the uncertainty is correspondingly small. Excel provides you with the quantitative tools to evaluate statements like this in a scientific manner, and we will use this throughout the term.

The trendline feature in Excel was a quick and easy way to get the best-fit slope and intercept from a least-squares fit, but it gives us no quantitative way to determine the uncertainty in the slope and intercept that it found. There are two ways your author knows of to get the uncertainties in linear fits in Excel. The first is to use an Excel function called \textsc{LINDEX} that returns an array and is powerful, but not incredibly user-friendly. The other way is to use the \textbf{Regression} tool.

The regression analysis tool will take as its input your two columns of data and give you lots of information about how well your data can be described by a linear relationship. For instance, it will calculate the same equation for the best fit line that we got from the \textbf{Add Trendline} feature, but it will provide more digits, and (most importantly) it will provide the uncertainties in the fit parameters. These uncertainties are based entirely on the scatter in your data points around the fit line and therefore do not contain any information about
systematic uncertainties. If your data span a range much larger than the resolution of your measurement tool (probably true in this case), the scatter in your data points already reflects this resolution limit implicitly.\footnote{If your data do not span a range larger than your instrument resolution, all of your data points are probably identical, and the instrument resolution is likely the largest source of statistical uncertainty in this case.}

To perform a linear regression analysis in Excel, look for the regression tool somewhere like \texttt{Data} \rightarrow \texttt{Data Analysis} or \texttt{Tools} \rightarrow \texttt{Data Analysis}. One of the data analysis tools should be \texttt{Regression}. You will enter the location of your $x$ and $y$ data, and I would recommend having the output option set to new worksheet, such as shown in Fig. 0.5.

Figure 0.6 shows the results of the linear regression analysis, along with some highlighting of the parameters we were interested in calculating. The regression tool gives the uncertainties in the slope and intercept in the column called \texttt{Standard Error}. At this point, it would again be tempting to think we are done and write $a = \left(-0.139320505\pm 0.0000776577\right) \text{ V/N}$ and $b = \left(0.001334872\pm0.000181541\right) \text{ V}$ and call it a day. After all, we’ve got the uncertainties and the units, right? The problem with this is that the \textit{precision} of these reported numbers is much, much better than the uncertainty indicates it should be. The statistical uncertainty given by, for instance, $\delta b = 0.000181541 \text{ V}$ tells us immediately that the last four or five digits of this number are meaningless. The data itself fluctuates at a level that is way too large for us to say anything about $b$ on the $10^{-9} \text{ V}$ scale. You can always keep just one nonzero digit on an uncertainty and not get yourself into any trouble in this course, so that would give us $\delta b = 0.0002 \text{ V}$ and $\delta a = 0.00008 \text{ V/N}$. The best values should then be written with the same absolute precision, and we have our final result for the measured calibration of this force sensor:

$$V = aF + b$$

Figure 0.5: The linear regression tool in some version of Excel. Your version may look a little different, but the basics will be the same.
Figure 0.6: The results of using the linear regression tool in Excel. The best-fit line slope and intercept are highlighted, along with their uncertainties.

\[
a = (-139.32 \pm 0.08) \text{ mV/N}
\]

\[
b = (1.3 \pm 0.2) \text{ mV}
\]  

(0.2)

As a quick sanity check on these measured results, we note that the last digit of \(a_{\text{best}}\) is in the 0.01 mV/N place, which is the same position as the last digit in \(\delta a\), as it should be. The same is true for \(b\): the last digit we quote for \(b\) is in the 0.1 mV place, as is the last digit of \(\delta b\).

### 0.3 Homework 0

*Read through these problems before you leave the lab to ensure that you have saved all of the data you will need.* Since you do not have a formal report due this time, this short exercise is designed to prepare you for your first real report, which will be based on Experiment 1. Your completed homework must be a short document that is typed and formatted using a computer. During your lab section for Experiment 0, your TA will give you a due date and instructions for how to turn in your completed homework. You may find that the information in Appendix A is useful for completing your homework, so be sure to take a look at Appendix A.

1. You will need a cover page for your reports in this course, so now is a good time to make a template for yourself you can reuse later. Make a cover sheet that includes the following information:
2. A student is trying to measure the constant acceleration of some object in the lab by measuring the change in velocity of the object over some fixed time interval. Repetition of the experiment many times and careful error analysis has resulted in a measurement of the velocity change ($\Delta v = \Delta v_{\text{best}} \pm \delta \Delta v$) and the time duration ($\Delta t = \Delta t_{\text{best}} \pm \delta \Delta t$) with uncertainties. Knowing that the measured acceleration is given by $a = \frac{\Delta v}{\Delta t}$, what is the proper expression for the uncertainty in the measured acceleration, $\delta a$? What is the proper expression for the uncertainty in the distance the object travels $\delta s$ (where $s = \Delta v \Delta t$)?

3. What is the maximum number of digits Capstone will display (recall § 0.2.2)? If the sensor precision is exactly 4 digits and you take data with 10 displayed digits, describe what your actual measurement precision is and what you would expect to see in digits 5 through 10. If the display precision is turned down far enough, it may be possible to completely eliminate sensor fluctuations. Describe why doing this might not be the best idea for taking good data.

4. Present your final plotted results of the calibration procedure as a figure (include the data, the fit line, and the fit line equation on the plot). You should take the time to make the plot look clear and have all of the axes labeled. Present a brief line or two of text that could be used as a figure caption for this plot.

5. State the results of your calibration (with uncertainty from your fit). This may require a sentence or two of explanation to clearly define your parameters, but you do not need to describe the whole procedure of the experiment. Your fit should have included a possible nonzero $y$-intercept. What does your value for this intercept tell you about the effectiveness of the taring procedure (§0.2.1)?

6. Equations 0.1 and 0.2 tell us how to convert a known tension $F$ into a predicted output voltage of the sensor $V$ (including the uncertainty in this conversion), but to use this as a “force sensor,” we really want to know how to convert $V$ into $F$, right? Use the measured values of $a_{\text{best}} \pm \delta a$ and $b_{\text{best}} \pm \delta b$ that you presented in your response to the previous question to rewrite your calibration curve in the form $F = cV + d$, including the appropriate uncertainties in $c$ and $d$. Hint: look at Eq. ii.23.
7. You have been provided with information on how to access the syllabus for this course. Read the syllabus, paying special attention to the text in red. Consider a case where two students, Frankie Fivefingers and Avril Armstrong are in different sections of Physics 4AL this quarter. At the end of the quarter, they both have an average numerical score of 84, but Frankie gets a B+ in the course while Avril gets a C+. How is this possible? What can you conclude about the mean numerical scores of the other students in their sections?
Experiment 1: Uniform Acceleration

Experiment 1 is the first experiment for which you will be expected to submit a formal report. Your report is due about a week from now, and your TA or instructor will give you specific instructions on how to submit your report as well as when the due date is.

In Experiment 1, you will be measuring the acceleration of a composite system composed of some masses connected by a string passing over a pulley. The position of the accelerating masses and string will be monitored as a function of time by the DAQ system, and these data will be recorded for a series of 5 different masses. A bit of data analysis is required to produce a plot that can be fit to a straight line to obtain a measurement of the acceleration. You should already have experience working with the DAQ (chapter i), producing linear fits with uncertainties (§0.2.4 & §0.2.6) and doing a proper uncertainty analysis of your complete measurement (chapter ii), so you may find those sections to be helpful references for Experiment 1.

In order to measure constant acceleration, the friction between the accelerating object and everything that is stationary must be kept to a minimum. While there will still be some residual friction (as well as drag forces), the air track setup depicted in Fig. 1.1 does a good job of minimizing its effect. A “glider” placed on this track will float along on a cushion of air when the pump is pressurizing the track, exhibiting nearly-ideal linear motion. The glider and air track setup will be used for many experiments in this course.

Fig. 1.2 shows the air track set up for Experiment 1. A glider with total mass $M$ is supported on a cushion of air on a level air track and is attached to a hanging weight (mass $m$) by a string that passes over a pulley.

You will be expected to include free-body diagrams for the glider and hanging weight in your report, as well as to derive the following equation of motion:

$$a = \frac{gm}{m + M} \quad (1.1)$$

where $a$ is the acceleration of the glider-string-weight system and $g$ is the earth’s gravitational acceleration for a free-falling body.

In this lab, you will be measuring the acceleration for 5 different values of $m$ (do not exceed $m = 50 \text{ g}$). Feel free to vary $M$ as well for any of these runs. The acceleration measurement will require that you convert position vs. time data into a measured value for acceleration (with uncertainty, of course!). These position vs. time data will be recorded by the DAQ using a “smart pulley.”
Figure 1.1: Apparatus for linear motion with very low friction. The air track is pressurized by a continuously-flowing pump, causing air to flow out through the array of holes on the surface. When a glider is placed on this track, it moves freely in 1D with very little friction, just like an air-hockey puck.

Figure 1.2: Experiment 1 setup. The glider mass can be changed by putting different amounts of weight on its sides, and the hanging mass can be changed by adding more weights with hooks. The smart pulley is attached to the DAQ and records the timing as the spokes pass by a sensor.
1.1 Procedure

In order for Eq. 1.1 to be valid, we have assumed that the air track is level. This is generally not the case, and there will be multiple experiments in this course that use the air track. Your first task is to level the air track. You can accomplish this by placing a glider on the track and turning on the blower. The track itself is not completely flat, so there is really no such thing as “perfectly level” over the whole length of the track, so do the best you can. You will find that the two feet under the cross-bar of the air track (one is visible sticking out from the bottom of Fig. 1.1) can be turned to change their height. Your goal is to get to the point where a free glider won’t move either direction with the blower on.

You will also need to set up your DAQ to work with the smart pulley, so plug the smart pulley cord into a digital channel on the 850, turn it on, and start Capstone. Configure the appropriate channel for Photogate with Pulley.

The smart pulley really only has the ability to measure whether or not a wheel spoke is blocking a little infrared LED from shining into a photodiode. The LED and photodiode are set up with a gap between them, which is called a photogate. Every time the photogate goes from being unblocked by a spoke to being blocked by it, the 850 tells Capstone the time stamp for that event, so the raw data in this case is really the time stamp for each time when the photodiode detects a “falling edge.” Therefore, no data is collected if the pulley isn’t moving, or during the time when the spoke is moving but hasn’t yet blocked the photogate. Furthermore, the photogate has no idea which direction the pulley is moving, so you should be careful when interpreting results. You may assume that the linear distance the perimeter of the pulley moves between successive times when the photogate goes from being unblocked to blocked is given by

\[ \kappa_{SP} = (1.50 \pm 0.05) \text{ cm/block}. \]  

(1.2)

You may notice that Equation 1.2 is given in the from \( \kappa_{SP} = \kappa_{SP,\text{best}} \pm \delta \kappa_{SP} \), but you are not told whether the uncertainty \( \delta \kappa_{SP} \) should be treated as systematic or statistical in nature. You may take this uncertainty to be statistical for the purposes of your analysis, in which case it will already be taken into account when you do your regression analysis, because this effect will show up as scatter of your data points.

Capstone has the ability to perform some computational tasks on the data and to use its own algorithms and calibration of the hardware to display position, velocity, acceleration, etc. This will be useful for future tasks, but for Experiment 1, you should save the raw data (Block Count () vs. Time (s)) and use your own data analysis to convert this into 5 acceleration measurements (with uncertainties, of course!). This is designed to help you understand how to turn raw experimental data into a measured value with uncertainties, where you have full knowledge and control over the algorithms being applied to the raw data.

Fig. 1.3 shows an example with some fake data. It is always helpful to have a visual representation of the data you are collecting in real-time, because this can give you a quick feel for whether something is not set up properly. For this, it might be a good idea to open a Scope or Graph display to show, for instance, Linear Speed (m/s) vs. Time (s). Since you
Figure 1.3: Example data from Capstone showing the simultaneous generation of a **Scope** plot qualitatively showing the portion of the data that will be useful and the **Table** that can be used to cut-and-paste your data into Excel for saving and analysis. Note that the **Scope** plot shown here is showing a glider moving at about Mach 4, so don’t trust it! It is only a qualitative tool to help you view your data in real-time.
do not know how Capstone calculates linear speed, you will not use this in your report. The only data you should use to generate your report will be Block Count () vs. Time (s). The display of speed is only to give you a visual cue of your data. Since you will also be saving your data to analyze it for your report, you will also need to open (simultaneously) a Table for collecting your data. Remember, the two columns you will need to generate are Block Count () and Time (s). Do not save a column for Position, Linear Speed, Linear Acceleration, or any other pre-processed quantity. Continuous Mode in the Controls palette should work for gathering your data. The sample rate seems to have no effect for this hardware.

With your lab partner, you will be saving 5 data sets (each with a different set of masses). Keep in mind that you will need to measure the mass of the glider, so don’t forget! Once the DAQ is set up, you should be able to generate a plot something like that shown in Fig. 1.3. The Scope plot in that figure shows the point where the velocity stops increasing linearly, which is when the weight hits the floor or the glider hits the pulley, whichever comes first. You may use this plot to decide which data to save (you are only interested in the linear portion). Be sure to increase the number of displayed digits in the table until you are no longer precision limited before exporting your data (look at the Time (s) column in Fig. 1.3). Highlight the data you want to save in the Table and copy and paste it into Excel. You should then save it somewhere safe for generating your report. Each person should get 5 data sets with different masses for $m$ and/or $M$ that are unique. You may use the same masses as your lab partners, but the raw data should be unique for each person.

1.2 Analysis

The data you saved is in the form of something called “Block Number” vs. time. Using Eq. 1.2, you can create a new column for position by simply multiplying block number by $\kappa_{SP,\text{best}}$. Remember, you have been instructed to ignore $\delta\kappa_{SP}$ for this analysis since your regression analysis will automatically take this effect into account, so you will really only be using $\kappa_{SP,\text{best}}$. Next, you will need to numerically differentiate the position data. To do this, you may calculate a single average velocity for every two position vs. time points using

$$
\bar{v}_i = \frac{\Delta x}{\Delta t} = \frac{x_{i+1} - x_i}{t_{i+1} - t_i}.
$$

Equation 1.3

Note that since each velocity measurement requires two position data points, you will have one fewer data points for velocity than position. The column of velocities you generate now needs a column of times associated with them. Since the formula in Eq. 1.3 gives you the average velocity in the time interval between $t_i$ and $t_{i+1}$, the best time to associate with velocity $\bar{v}_i$ is the average of $t_i$ and $t_{i+1}$,

$$
\bar{t}_i = \frac{t_i + t_{i+1}}{2}.
$$

Equation 1.4

Armed with your two new columns, velocity and time, you can now generate a scatter plot of your data. Be sure to truncate your data to only show the linear portion of your plot.
Figure 1.4: An example of five different data sets on one Excel scatter chart. Notice how much information is displayed here. Making the fit lines the same color as the data points and the fit line equations lends clarity to what would otherwise be an incredibly cluttered plot. This is fake data with fake units, so please do not try to make your plot look just like this one! The important thing is to make your results as clear as possible.
Using the techniques that were discussed in chapter 0, fit a line to the velocity vs. time for each of your 5 data sets to produce 5 measurements of the acceleration (with uncertainties obtained from the fits). Keep in mind that the reason we are obtaining uncertainties from the fits here is that we expect the uncertainty to be dominated by the scatter of the individual data points, not the systematic uncertainty of each data point. The fit line uncertainty captures this effect beautifully. Note that since you are only interested in the slope, it is probably best to leave the intercept as a free fitting parameter and then to ignore it since the initial velocity may not have been zero when the spoke crossed the photogate. Compare these measured accelerations to your predicted values in your report.

1.3 Report guidelines

Your lab report should contain the following sections

1. Cover Sheet
   - experiment number and title
   - your name
   - the date the lab was performed
   - your lab section (for instance, “Monday 3pm.”)
   - your TA’s name
   - your lab partners’ names

2. Introduction
   The introduction section explains, in your own words, the purpose of your experiment and how you will demonstrate this purpose. Try to be as brief as possible while getting your point across. The main idea is to leave the reader with a good idea of what you were trying to measure and how you went about it without going into painfully extreme detail.

   Specific items to include for this report:
   - Free-body diagrams of the glider and the hanging weight
   - Your derivation of Eq. 1.1
   - Derive an expression for the uncertainty in the measured acceleration \((\delta a)\) in terms of \(a_{\text{best}}\), \(m_{\text{best}}\), \(\delta m\), \(M_{\text{best}}\), and \(\delta M\).

3. Experimental Results and Data Analysis
   This section should contain an explanation of what was measured and how the data were collected (diagrams of the experimental setup may be helpful here) and present data in graphical or tabular form. All graphs or tables must contain labels and units for
the axes or columns. Label your figures, tables, equations, and plots with numbers as “Figure 1,” “Table ii,” etc. so that you can refer to them in the text. The text should include an explanation of the variables on both axes or in both columns in a way that makes it clear to the reader what those data are and how to interpret the information. It is usually a good idea to have a figure caption as well, but the most important thing is that the figures be clearly explained. This section will include any calculations you did to analyze your data and your final results should be clearly presented.

Specific items to include for this report:

- Description of how you calculated velocity vs. time from the data acquired by the DAQ.
- Plots of your data for velocity vs. time with fit lines for 5 different values of the masses. Include the fit line equations on the plots (see §0.2.5). If possible, see if you can get all 5 data sets onto one plot to save space, but don’t do this if the result is too cluttered to be clear. These plots should include the data, the fit lines, fit line equations, axis labels (with units), titles, and as much additional descriptive text or captions as is necessary to make it clear. There is a big difference between a poorly presented plot (e.g. Fig. 0.3) and one that clearly communicates its information to the reader (e.g. Fig. 0.4).
- Your fit lines produce a measurement of acceleration, so you must calculate an uncertainty in that acceleration (see §0.2.4 & §0.2.6). Present these results in a table as described below.
- You will need accurate values for $M$ and $m$, so be sure to remember to weigh the glider and relevant masses. Present your measurements of these masses with your best estimate of the uncertainties. Use these results to provide a predicted acceleration for each of your 5 runs, including an uncertainty in your predicted values due to uncertainties in the measured weights (see chapter ii). These results will be presented in table form as described below.
- Make and include a table of your predicted acceleration (with uncertainty), measured acceleration (with uncertainty), and the difference between them for each run. Remember to label your columns with descriptive titles and to identify the units in some clear way. This table is probably the main result of your lab report; spend some time making it clear to the reader.

4. Conclusion

Briefly restate the goals of the experiment and state how your results demonstrate (or fail to demonstrate) these objectives. Briefly describe at least one possible source of systematic uncertainty that could affect your measurement (and which direction the effect would tend to systematically shift your observations) and suggest a future measurement to eliminate it.

5. Extra Credit
Instead of obtaining a measurement of the acceleration by fitting a slope to the calculated velocity vs. time, which only works in the case of constant acceleration, we could have differentiated the data once more to obtain a direct measure of acceleration vs. time. Try this with just one of your data runs and present a plot of your results. Discuss your results and explain why the noise looks the way it does. Obtain a measurement of the acceleration by using the mean of your calculated accelerations and an uncertainty based on the procedure outlined in §ii.1.6. Compare the results of the two methods and use this to draw a conclusion of which measure you believe is better.

1.4 Epilogue

Experiment 2 will be a measurement of the free-fall acceleration due to earth’s gravity, \( g \). In your report for Experiment 2, extra credit will be available in part for using your results from Experiment 1 as a measurement of \( g \) to compare with your Experiment 2 results. You may want to think now about how you would turn your Experiment 1 results into a measurement of \( g \).
Experiment 2: Measurement of $g$

In the previous experiment, you measured the uniform acceleration of a mechanical system subjected to a constant force. Since the force in Experiment 1 was produced by gravity acting on a measured mass $m$, you should be able to turn your results into a measurement of the gravitational acceleration $g$. However, the actual acceleration ($a$) that was measured in Experiment 1 was much less than $g$ because the system was not in free-fall. This week, you will be directly measuring a free-falling body to determine (a) if the acceleration due to gravity is a constant during free fall and, (b) what is the value of the acceleration $g$.

Experiment 2 will involve making a few choices about how you set up the experiment. Consider, for instance, a single photogate, similar to that used on the smart pulley in Experiment 1. If the gap between the LED and the photodiode is large enough to permit a falling plastic ball to occlude the LED, this device can be used with the 850 to record the arrival time of the ball at the photogate. One way to look at this is that a single photogate can be used to determine the position of the object at that arrival time, which we can write as $(x_1, t_1)$. This does not even give us enough information to measure the average velocity, much less the acceleration of the ball. Just like your data analysis from Experiment 1, we need at least two points, $(x_1, t_1)$ and $(x_2, t_2)$ to measure a velocity, and at least two velocities to measure an acceleration, etc.

We therefore imagine that we now have two such photogates, vertically separated by some distance $d$. If we drop a plastic ball from above so that it goes through one and then the other photogate as it accelerates in free-fall, the difference between the arrival times at each photogate (recorded by the DAQ) should permit us to measure the average velocity between the gates, essentially given by Eq. 1.3. But we still only have a single velocity measurement, which is not enough information for us to measure the acceleration.

One could imagine measuring a series of velocities as a function of the height above the top photogate from which the ball is dropped, but this would not necessarily allow you to determine if the acceleration is independent of the height from which the ball is dropped. Another approach would be to take many measurements from a given height while changing the spacing between the photogates, then repeating this process for a series of different heights to see if the acceleration is dependent upon the initial height. We would, however, prefer a method that can provide a measured acceleration in a single trial, and that does not require us to drop the ball from a well-calibrated height and particular initial velocity, which would be difficult to perform.
Figure 2.1: Apparatus for measuring acceleration in free-fall. A plastic ball passes through two photogates before striking an impact sensor mat. The DAQ should be able to measure the arrival time of the ball at all three transducers. Measured values for $x_2 - x_1$ and $x_3 - x_2$ can then be used to determine the acceleration. By changing the height of the pair of photogates above the impact sensor, one can test if the acceleration depends upon initial height.
You will be using a set of three transducers to do this (as shown in Fig. 2.1). The first two are photogates, with the last transducer being an impact sensor mat. You will show through derivation in your report that if the gravitational acceleration is constant (independent of initial height or velocity), your measurement method does not require knowledge of the initial height or velocity, which makes it robust against these difficult to control systematics. You will also vary the height of the pair of photogates above the impact sensor to test this claim.

2.1 Procedure

An example apparatus configuration for Experiment 2 is shown in Fig. 2.1. Each photogate is fitted with a slotted mask that the light must pass through to hit the photodiode. When the bottom of the ball blocks this slit, the DAQ will record the time of this event, so the relevant height that corresponds to, say, $x_1$ in Fig. 2.1 is the height of this slit. You will need to measure the distances $x_2 - x_1 \equiv d$ and $x_3 - x_2 \equiv D$ and record your measurements, along with your best estimate of the systematic error in these measurements (note that the slit has some width).

To setup the DAQ, we will actually be recording the time between photogate triggers ($T_1$) and the time between the second photogate trigger and the impact sensor trigger ($T_2$). Plug the three transducers into three digital channels on the 850. Choose Photogate and Time Of Flight Accessory for the appropriate channels in Capstone Hardware Setup.

The two measurements we want will be prepared in Timer Setup, which can be found in the Tools palette. Your first measurement to set up is to have the DAQ record the time between when the ball blocks the first photogate to when it blocks the second photogate. Set up a New Timer, choose Build your own timer in step 1, and select your two photogates in step 2. By clicking on the little drop-down menu next to each photogate in step 3, you can select Blocked for each photogate (as shown in Fig. 2.2a.). You can then give your timer a descriptive name (this will appear as a column header) and click Finish. Capstone will automatically identify the units it uses for this display (seconds, normally).

To configure your second timing measurement (the time between when the ball reaches the second photogate and when it hits the impact sensor), click the Create a new timer button at the top of the Timer Setup area. Your second timer will measure the time between when the second photogate is blocked to when the ball hits the impact sensor (which Capstone calls Blocked for the Time Of Flight Accessory), as shown in Fig. 2.2b.

Once your timers are prepared, you can start a Table from the Displays palette with
Figure 2.2: Setting up the two timers for Experiment 2. a) Example parameters to have the DAQ measure the time between when the ball reaches the upper and lower photogates. b) Same idea, but for the DAQ to measure the time between when the ball reaches the second photogate and hits the impact sensor. Note that the software refers to this as producing a **Blocked** state for the impact sensor.
your two timer measurements in the table. You may now record data in **Continuous Mode**. Capstone will put the two measured times in the table every time the ball is dropped through the sensor setup. You should set the number of displayed digits on the text in the columns to one or two more digits than you think you need so that you do not limit your precision.

One thing to keep in mind is that the impact sensors tend to work best and have the fastest response when the ball lands right above the position of the sensor on the bottom of the pad. The pads tend to be marked with a little circle on the top where this is, but you may want to aim for that spot to reduce your systematic uncertainty associated with the transit time of the acoustic wave between where the ball hits and the sensor location.

Each person should record at least 10 drops for each of 5 different heights of the pair of photogates above the impact sensor $D$ for a total of at least 50 data points. Do not share data points, but feel free to use the same values of $D$ as your lab partners. Try to spread these heights out over a wide range to really provide a stringent test of whether the acceleration is independent of height. Be sure to record your measured values for $D$ with uncertainties.

### 2.2 Analysis

You will record sets of data for 5 different values of $D$. The data the DAQ has recorded for each trial is $T_1$ and $T_2$, the time between the photogates and the time between the second photogate and the impact sensor. These data points can be combined with your measured values for the distances $D$ and $d$ to measure the acceleration

$$g = \frac{2}{T_1 + T_2} \left( \frac{D}{T_2} - \frac{d}{T_1} \right).$$  

(2.1)

You will need to derive this expression in your report, but you will find that it corresponds to the difference between the average velocities in both regions divided by the travel time between the middle of the upper region to the middle of the lower one.

You will have two contributions (**statistical** and **systematic**) to the uncertainty in your measurement of $g$ for each distance $D$, which you may add together to get your total uncertainty. Since we have to this point not spent a lot of time dealing with systematic uncertainties, we will start by discussing this rather dicey topic.

Unlike statistical uncertainties, for which there are provably reliable methods for estimation and combination, there are no generally-applicable rules for systematic uncertainties. Recall from §ii.1.5 that systematic uncertainties can generally not be quantified by repeating measurements, and are therefore typically estimated by using logical arguments about the influence of various effects on the measurement. If there is more than one source of systematic uncertainty in a measurement, you, the scientist, must decide how to combine them. An aggressive method that is applicable in the case that the uncertainties are uncorrelated and normally distributed is to add the uncertainties in quadrature, which produces a relatively small uncertainty in the measured value and a danger that the true value does not fall within this uncertainty about a third of the time. A more conservative method that is often used is
to add the uncertainties directly, which produces a larger uncertainty in the final measurement, but a stronger guarantee that the true value falls within this uncertainty. We will use a very conservative method in this case by estimating the total influence of the systematic uncertainties and stating a large uncertainty that is almost guaranteed to contain the true value.

You may estimate the systematic uncertainty in your measured value of $g$ for a particular value of $D$ due to uncertainty in $D$ and $d$ by using their upper and lower limits (for instance, using $d = d_{\text{best}} + \delta d$ and $d = d_{\text{best}} - \delta d$) in your calculation of $g$. Plugging the upper and lower limits for $d$ and $D$ into Excel with your best values for $T_1$ and $T_2$ for each height is a good way to see how these affect your measured value for $g$. You can then take $(g_{\text{max}} - g_{\text{min}})/2$ as your systematic contribution to $\delta g$ for each $D$.

There is also a statistical contribution to $\delta g$ for each $D$ due to the spread in your 10 measured values. Use the method of §ii.1.6 to calculate your statistical contribution to $\delta g$. Compare the size of these two contributions. If they are of comparable size, add them together to make your final estimate of $\delta g$. If either the statistical or systematic contribution to $\delta g$ is more than 10 times smaller than the other, you may ignore it, in which case your value for $\delta g$ is just equal to the larger one. If you think about this, there is no difference between these two methods since you will almost certainly be stating your uncertainty with only one significant digit. You will be asked to discuss the process by which you determined $\delta g$ in your report.

After determining a measured value for $g$ (with uncertainty) for each value of $D$, plot your measured best values $g_{\text{best}}$ vs. $D$. Is there a trend? One way to determine if there is a trend in a collection of data is to try to fit your data to a line and see if the slope is consistent with zero. For our purposes in this course, “consistent with zero” would mean that the uncertainty in the slope overlaps with zero.

2.3 Report guidelines

Your lab report should contain the following sections

1. Cover Sheet
   - experiment number and title
   - your name
   - the date the lab was performed
   - your lab section (for instance, “Wednesday 12pm.”)
   - your TA’s name
   - your lab partners’ names
   - This week only: write all 5 of your measured values for $g$ (with units and uncertainties) on the cover sheet.
2. Introduction

The introduction section explains, in your own words, the purpose of your experiment and how you will demonstrate this purpose. Try to be as brief as possible while getting your point across. The main idea is to leave the reader with a good idea of what you were trying to measure and how you went about it without going into painfully extreme detail.

Specific items to include for this report:

- A derivation of the formula you use to turn your measured raw data into a value for the acceleration

3. Experimental Results and Data Analysis

This section should contain an explanation of what was measured and how the data were collected (diagrams of the experimental setup may be helpful here) and present data in graphical or tabular form. All graphs or tables must contain labels and units for the axes or columns. Label your figures, tables, equations, and plots with numbers as “Figure 1,” “Table 4,” etc. so that you can refer to them in the text. The text should include an explanation of the variables on both axes or in both columns in a way that makes it clear to the reader what those data are and how to interpret the information. It is usually a good idea to have a figure caption as well, but the most important thing is that the figures be clearly explained. This section will include any calculations you did to analyze your data and your final results should be clearly presented.

Specific items to include for this report:

- Make a table of your 10 calculated values for \( g \) for each of your 5 distances \( D \). Your table does not need to include uncertainties, but units and column labels are a must.
- Description of how, for each distance \( D \), you use your uncertainties in \( d \) and \( D \) to determine the systematic uncertainty in your determination of \( g \). Explicitly state your systematic contribution to \( \delta g \) from this. Don’t forget units!
- Description of how, for each distance \( D \), you use your 10 measured values to come up with an estimate for the statistical uncertainty in your determination of \( g \). Explicitly state your statistical contribution to \( \delta g \) from this.
- State your final 5 measured values for \( g \) (remember to include uncertainty and units). Also, remember to add this information to the cover sheet.
- In light of this uncertainty, is there a significant trend in your 5 measurements of \( g \) as a function of \( D \)? One way to estimate this is to see if a line with a slope of zero can be drawn that is always closer than one error bar width from each point.
- Suppose there is air resistance proportional to velocity. What qualitative effect would this have on the trend with increasing \( D \)?
• Was your uncertainty limited by statistical uncertainty (spread in your individual data points) or systematic uncertainty?

4. Conclusion

Briefly restate the goals of the experiment and state how your results demonstrate (or fail to demonstrate) these objectives. Briefly describe at least one possible source of systematic uncertainty that could affect your measurement (and which direction the effect would tend to systematically shift your observations) and suggest a future measurement to eliminate it.

5. Extra Credit You may recall that the finite response time of the impact sensor was mentioned in §2.1 as a potential source of systematic error. Design a method for quantifying this effect, and carry out this plan by taking data to help you analyze how large this effect is. Can you think of and implement a way to measure the speed of the signal propagation in the impact sensor? How does this this effect manifest itself as a systematic uncertainty in your measured values of $g$? For instance, does it tend to lead to an erroneously small measured value, or an erroneously large measured value, or neither, and why?

2.4 Epilogue

2.4.1 Specialized defined units for gravitational acceleration

The “law of falling bodies” is usually attributed to Galileo, by which we mean that he is often described as the first to discover that gravitational acceleration is constant and independent of mass. In recognition for this achievement, he has been given the highest honor in physics (even higher than the Nobel prize!): a unit named after him. Naturally, it is a unit of acceleration, the “Galileo.” $1 \text{Gal} \equiv 1 \text{cm/s}^2$. Gravimetric maps often display their gravity anomaly data in units of mGal, or “milli-Galileos.” There is also a defined unit called Standard Gravity [7] that is given by $g_o \equiv 9.80665 \text{ m/s}^2$.

2.4.2 $g$ in Knudsen 1-238

Standard Gravity ($g_o$) is some sort of average of the apparent gravitational acceleration over the surface of the earth, but the gravitational acceleration at any given point can change by up to about a percent depending where the point is due to several factors. The first is that the Earth is not perfectly round, but rather an oblate spheroid (shaped like an onion), so its radius is not constant and the surface is not equidistant from the geometric center. Second, since the Earth is spinning, a centrifugal pseudo-potential that varies with latitude is produced, decreasing the apparent gravitational acceleration near the equator compared to the poles.

1 This analysis and section were contributed by Chandler Schlupf (2015).
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Furthermore, local variations in the makeup of the Earth’s crust can influence the value of \( g \) by changing the average density of the ground below, as well as the distance from the center of the earth. For example, a pocket of low-density material such as a liquid or gas underneath the Earth’s surface can cause a tiny decrease in the measured gravitational acceleration right above it. Gravimetric measurements are therefore sometimes used to locate petroleum deposits.

All of this means that the value of \( g \) in a given location is not, in general, equal to Standard Gravity \( g_0 \). In fact, these effects (and others) essentially guarantee that \( g_0 \) is actually the gravitational acceleration *almost nowhere on the surface of the earth* (look how many digits there are on \( g_0 \))! Luckily, the only important thing for Experiment 2 is knowing the value in our lab room.

Measured data of variations in the Earth’s gravitational field are collected on gravimetric maps. One such map for our location created by the Southern California Areal Mapping Project can be found at http://pubs.usgs.gov/of/2003/0269/. Unfortunately, there is not a data point on UCLA’s campus (to obtain accurate measurements, they only take data points on solid bedrock). However, we can use surrounding points to get a good estimate. Averaging the three closest points to UCLA and taking their standard deviation as an estimate of the systematic uncertainty gives us a value for gravity in Knudsen 1-238 of \( g = 9.7955 \pm 0.0003 \text{ m/s}^2 \).
Experiment 3: Conservation of Mechanical Energy

Conservation of energy is a powerful conceptual and computational tool that is useful in essentially every field of science and engineering. Dissipation of energy into random thermal motion still obeys conservation of energy, but it is sometimes difficult to keep track of the dissipated energy, so we will be focusing here on the conservation of mechanical energy. In this experiment, you will measure the kinetic and potential energy of a harmonic oscillator during half of an oscillation cycle, where you will try to determine to what degree the initial potential energy is converted entirely into kinetic energy and then back into potential energy. The experiment has been designed in a way to try to minimize dissipation, but you will be able to analyze your data to quantify how much energy is being dissipated from the mechanical energies.

A glider is provided that has a comb of photogate flags mounted to the top. You will be using a photogate to measure the passing of each flag, which will enable you to determine the position and velocity of the glider. Two springs are also provided to produce a restoring force on the glider to some point on the air track. By measuring the spring constant of this restoring system, you will be able to calculate potential energy as a function of position

\[ U = \frac{1}{2}kx^2. \]  

Figure 3.1: Apparatus for measuring the effective spring constant providing the restoring force for your glider. Once the spring constant has been determined, the hanging mass, string, and pulley should be removed.
You will also measure the mass of the glider (with photogate comb attached!), which will enable you to determine the kinetic energy as a function of velocity:

\[ K = \frac{1}{2}Mv^2. \]  \hspace{1cm} (3.2)

The tricky part of Experiment 3 will be the data analysis, where you will need to figure out how to interpret your raw data (a series of time stamps for when the photogate goes from being unblocked to blocked) to calculate these quantities. You will need to determine how to find the kinetic energy as a function of position so that for every data point where you calculate the potential energy, you can also calculate the kinetic energy. By plotting these together, you can also plot their sum, which should be constant in the absence of dissipation. You will find that despite the fact that the amount of energy of each type changes drastically over the course of half an oscillation, their sum is remarkably flat. The slight decrease in total energy over your measurement will enable you (through fitting) to determine the coefficient of friction of your nearly-lossless air track setup.

### 3.1 Procedure

The first experimental task to complete is to determine the mass of the glider with its photogate comb and record this for your analysis. You will then need to determine the spring constant associated with the restoring force of your spring setup, as shown in Fig. 3.1. The spring constant measurement does not utilize the DAQ at all, and will require you to write down a series of measurements for your analysis and report.

Figures 3.1 and 3.3 show the basic idea. By measuring the position of the glider for a series of different masses \( m \), a plot of applied force \( (mg) \) vs. displacement can be fit to determine the slope of this trend, which has units of force per displacement and is the effective spring constant of your system. Be sure to get data for at least 5 different masses. Once you have gathered enough data for your spring constant measurement, you may disconnect the pulley system and hanging mass from the glider and move it out of the way. You may share data for the spring constant measurement with your lab partners, but will be expected to use your own data sets for the rest of Experiment 3.

To measure the position and velocity of the glider for your analysis and report, we will be using a photogate to tell us when each tooth first blocks the photogate. This is a tricky business, and you will want to be very careful that you describe your procedure in your own notes so that you can use them to interpret your data later.

The teeth on the photogate comb are 2 mm wide, as are the spaces between teeth, both to an uncertainty of 30 \( \mu \text{m} \). You will only be using half of a single oscillation of the glider for Experiment 3, so you may pick a direction for the glider to be moving when it passes the photogate. Remember, the photogate cannot tell the difference between the glider moving left or right, so this will simplify your analysis by confining the movement to one direction only. You will pull the glider back just beyond the photogate, start the DAQ recording, then release the glider. You may stop recording as soon as the glider stops to reverse its direction.
Figure 3.2: An example photogate comb shown with an example for a position of the photogate when the glider is in its equilibrium position. In this case, it is probably easiest to analyze the data if one chooses to pull the glider back to the right instead of the left.

First, it is important to set and record the equilibrium position of the glider relative to the photogate beam. A good choice is to put the photogate so that a tooth near the center of the comb is just on the verge of blocking it (the light on the top of the photogate turns on when it is blocked). You will thank yourself later if you are very careful about recording (a) which tooth that is and (b) which direction the glider needs to move to block the beam when it is at equilibrium. Beware that the teeth may have marks on them that are meaningless; be sure to do your own counting to determine which tooth number you are using.

Figure 3.2 shows an example configuration where the photogate is set up to trigger on the 27th tooth if the glider is displaced to the left a tiny amount from equilibrium. In this example, pulling the glider all the way to the right so that tooth number 1 is just past the photogate position and then letting go and having the DAQ record the time stamps every time the photogate goes from being unblocked to blocked means that the 27th time stamp happens at exactly the equilibrium position, which one could define as being \( x \equiv 0 \). This would mean that the first time stamp happened at a displacement from equilibrium of \( x = -104 \) mm. Likewise, if for the same configuration the glider had been pulled off to the left and then let go for recording data, the equilibrium position would be reached about halfway between time stamp 35 and 36, because the photogate triggers when it goes from being unblocked to being blocked. In this case, the first time stamp indicates the glider is at a position of \( x = -138 \) mm from equilibrium.

To set up the DAQ for recording these time stamps, connect your photogate to a digital
channel and select Photogate in Hardware Setup. In Timer Setup, you should make a new Pre-Configured Timer based on your photogate channel that is of the Picket Fence type. You will record Block Event Times in a table. The flag spacing field does not matter for your data since you will be recording time stamps. Once this timer has been created, you may create a Table and use Fast Monitor Mode. One person can pull the glider back in the chosen direction past the photogate, then their lab partner can click fast monitor mode. The glider can then be released. Once the glider reverses its direction, stop the DAQ and you may copy and paste your data into Excel to save for your analysis. Each person needs their own data set, but all three may be recorded in a row using the same apparatus setup.

3.2 Analysis

For your measurement of the spring constant of the restoring force, plot your force vs. displacement data. You will need to make sure your plot has the appropriate data as $x$ and $y$, because it is easy to get these mixed up, especially in Excel. Figure 3.3 shows an example with some fake data. The $y$-intercept is of no interest here as we are only concerned with determining the slope of the fit line. Remember, the SI units for spring constant are N/m, so be sure to convert your masses into applied force correctly (remember the difference between
Figure 3.4: Mechanical energy of a glider vs. position. The potential energy shows the harmonic well for this oscillator. The kinetic energy is based on differentiating the same data that was used to calculate the potential energy, so it is more noisy, as expected when differentiating data.

grams and kilograms), and you hopefully found in Experiment 2 that \( g = 9.8 \text{ m/s}^2 \) (you may of course use this value even if you got a different answer in Expt. 2).

Your data for the moving glider should consist of a column of time stamps. Using your knowledge of where the photogate was relative to the comb when the glider was at equilibrium, you should be able to convert these time stamps into positions, where you should define the equilibrium position to be \( x = 0 \). This is important because you will be calculating the potential energy using Eq. 3.1, so \( x = 0 \) should correspond to \( U = 0 \).

It is certainly true that we could calculate the potential energy as a function of distance based on these data (since you now have a value for the spring constant \( k \)). However, we will be calculating velocity by numerically differentiating your data, which is the same as saying we will be using the following expression (as in previous experiments)

\[
v(\bar{x}(i)) = \frac{\Delta x}{\Delta t} = \frac{x_{i+1} - x_i}{t_{i+1} - t_i}
\]

where \( \bar{x}(i) \) is the average position in this interval,

\[
\bar{x}(i) \equiv \frac{1}{2} (x_{i+1} + x_i).
\]

So we will have a value of \( U \) at every \( x_i \), but a value for \( K \) only halfway between every \( x_i \) and \( x_{i+1} \) (which we call \( \bar{x}(i) \)). Since we want to calculate the potential, kinetic, and total
energy at the same place, we can, for instance, determine the potential energy for each value of $\bar{x}(i)$. To do this, create a new column for the average positions $\bar{x}(i)$ that is the average of each successive pair of points in the $x_i$ column. You can then create a column that calculates the potential energy $U(\bar{x}(i)) = \frac{1}{2}k\bar{x}(i)^2$ at each value of $\bar{x}(i)$ using Eq. 3.1. Create another column and fill it with calculated values of the kinetic energy

$$K(\bar{x}(i)) = \frac{1}{2}M\left(\frac{x_{i+1} - x_i}{t_{i+1} - t_i}\right)^2$$

(3.5)

using your measured value for the mass of the glider with its comb on top. Last, create a third column that calculates the total mechanical energy for each position $\bar{x}(i)$.

Create a plot that shows kinetic energy, potential energy, and the total energy as a function of displacement $\bar{x}(i)$. An example is shown in Fig. 3.4. Your potential energy should look like a parabola, characteristic of a harmonic oscillator. The kinetic energy will be more noisy than the potential energy since it is based on numerical differentiation of data, which magnifies noise in the data. The total energy should be very linear. If your calculated total energy does not look linear, it is likely that you have set your zero point in the wrong place when trying to convert between time stamps and displacement from equilibrium. Fit a line to the total energy vs. distance and determine its slope (with uncertainty). The slope of this line has units of $\text{J/m} = \text{N}$, and represents a constant force that dissipates energy from your oscillator, probably due to friction. Using your known value for the glider mass, calculate the coefficient of friction needed to produce this slope.

### 3.3 Report guidelines

Your lab report should contain the following sections

1. **Cover Sheet**
   - experiment number and title
   - your name
   - the date the lab was performed
   - your lab section (for instance, “Monday 9am.”)
   - your TA’s name
   - your lab partners’ names

2. **Introduction**

   The introduction section explains, in your own words, the purpose of your experiment and how you will demonstrate this purpose. Try to be as brief as possible while getting your point across. The main idea is to leave the reader with a good idea of what you were trying to measure and how you went about it without going into painfully extreme detail.
Specific items to include for this report:

- Include a description of which direction your glider moved and where the photogate was compared to which tooth.
- Describe how you calculated the potential energy and kinetic energy at the same positions in space.

3. **Experimental Results and Data Analysis**

This section should contain an explanation of what was measured and how the data were collected (diagrams of the experimental setup may be helpful here) and present data in graphical or tabular form. All graphs or tables must contain labels and units for the axes or columns. Label your figures, tables, equations, and plots with numbers as “Figure 1,” “Table 4,” etc. so that you can refer to them in the text. The text should include an explanation of the variables on both axes or in both columns in a way that makes it clear to the reader what those data are and how to interpret the information. It is usually a good idea to have a figure caption as well, but the most important thing is that the figures be clearly explained. This section will include any calculations you did to analyze your data and your final results should be clearly presented.

Specific items to include for this report:

- State your measured value for the mass of the glider with its photogate comb.
- Make a table of your data used to calculate the spring constant.
- Include your plot showing the fit line for determining the spring constant. In the text of your report, state your measured value for the spring constant (as always, with its uncertainty and units).
- Clearly describe how you used your raw data to calculate the potential energy as a function of position.
- Clearly describe how you used your raw data to calculate the kinetic energy as a function of position, being careful to explain how you made sure the positions were the same as those for which the potential energy had been calculated.
- Include your plot of the three energies vs. position, along with a linear fit to the total energy vs. position.
- Present your calculated value for the coefficient of friction of the glider on the air track (with its uncertainty, of course!).

4. **Conclusion**

Briefly restate the goals of the experiment and state how your results demonstrate (or fail to demonstrate) these objectives. Briefly describe at least one possible source of systematic uncertainty that could affect your measurement (and which direction the effect would tend to systematically shift your observations) and suggest a future measurement to eliminate it.
Figure 3.5: Mechanical energy of a glider vs. time for multiple oscillations (see Extra Credit). In Experiments 5 & 6, you will be measuring properties of harmonic oscillators that have similarities to this one.

5. Extra Credit

Since the photogate does not distinguish between movement of the glider in the $+x$ and $-x$ directions, we confined our analysis to half of an oscillation. However, by appropriately converting the measured times stamps into displacement (warning: this step is very tricky!), it is possible to generate a plot with multiple oscillations. Save data for at least two full oscillations of your glider and use this to plot the two types of energy vs. time (as opposed to plotting them vs. distance). Estimate how long it would take your glider to decrease its oscillation amplitude by a factor of $e$ (one digit of precision is okay for this). Fig. 3.5 shows the results of doing something like this, where the decay of the energy in the mechanical degrees of freedom is clearly visible.

3.4 Epilogue

A plot of the potential energy vs. position (such as shown in Fig. 3.4) gives a visual representation of the “potential well” in which the glider oscillates. The frequency of a mass $m$ oscillating in a parabolic well ($U = \frac{1}{2}kx^2$) is given by

$$\omega = \sqrt{\frac{k}{m}}.$$  

(3.6)
Using the measured value for $k$ associated with the data in Fig. 3.3 and the measured mass gives a prediction for the oscillation frequency that matches the frequency shown in Fig. 3.5 at the $10^{-2}$ level, demonstrating that this system is well-modeled as a simple harmonic oscillator.
Experiment 4: Momentum and Impulse

In the previous experiment, you investigated conservation of energy by monitoring the trade-off between kinetic and potential energy in a harmonic oscillator. However, as you were able to quantitatively verify in Experiment 3, mechanical energy can be dissipated into heat in a number of ways. It is often fairly difficult to keep track of these dissipation mechanisms, and so the conservation of energy balance sheet can end up with a kind of catch-all entry for “dissipation” that limits its usefulness as a predictive tool in all but the most well-controlled environments.

Compared to conservation of energy, conservation of momentum is often said to be more “fundamental.” There are a few reasons why you may hear this claim, but for our purposes it should suffice that it’s often easier to keep track of and predict the flow of momentum in real-world situations than energy. For instance, both elastic and inelastic collisions are required to conserve linear momentum with respect to the movement of the colliding objects, while conservation of energy allows kinetic energy to be converted into, for example, heat during the collision.

In Experiment 4, you will be investigating the relationship between two different ways of measuring an impulse, which is a momentum change (and therefore has units of momentum). You will measure the initial and final velocities of a glider on an air track that impacts a rigidly-mounted force sensor, which will give you a first method for measuring impulse:

\[ \Delta P = P_f - P_i. \]  
\[ (4.1) \]

You will also record the reading on the force sensor during the collision as a function of time, allowing you to integrate the force to provide you with your second method for measuring the impulse:

\[ \Delta P = \int dt F(t). \]  
\[ (4.2) \]

It is interesting to note that we expect the two measurements, Eq. 4.1 and Eq. 4.2 to be equal to each other no matter how inelastic the collision with the force sensor is. It should not matter if this collision conserves the kinetic energy of the glider, increases it, or decreases it; we should always expect to be able to use Eq. 4.2 to predict \( P_f \) based on \( P_i \), regardless of
whether there is a piece of bubble gum or a diamond on the end of the glider that hits the force sensor.1

4.1 Procedure

Your first step will be to calibrate your force sensor, whose internal calibration is not trustworthy on the level needed for this experiment. You will essentially follow the same procedure as that used in Chapter 0. You will set up your force sensor as a User Defined Sensor whose output will be in volts. You should record the voltage reading for at least 5 different weights hanging from the force sensor hook spanning the range from 0 to not more than 1 kg. You may assume that the calibration slope found by measuring tension is also appropriate for compression. You should be sufficiently familiar with the hardware at this point to be able to do this step without detailed instructions, but you may want to take a look back at Chapter 0 if you have questions. You may share your sensor calibration data with your lab partners, but you should perform the analysis and fitting on your own.

Figure 4.1 shows the experimental setup for producing your two, independent measurements of the impulse of the collision between the glider and the hook of the force sensor. The photogate flag on top of the glider allows you to use the photogate to measure the speed of the glider both before and after the collision. For this, you will need to know the mass of the glider (with all of its attached flags and bumpers) and the length of the photogate flag.

---

1Please do not put gum on the lab equipment. However, please do feel free to leave diamonds all over it.
Figure 4.2: The DAQ will rapidly fill in the first two columns of your table once you tell it to record. By scrolling through the table while watching the speed column, you should be able to find your measured initial and final speeds, which will be the two entries in this column.

You will use the Speed function of the photogate timer, so you will need to enter the length of the flag into Capstone during setup.

To configure the photogate, select Photogate for the appropriate channel and then move on to Timer Setup. Choose a Pre-Configured Timer for one photogate with a single flag. In Step 4, you will choose Speed as the measurement that will be visible, at which point you will need to type in the length of the flag (in meters) to complete your timer setup. The Speed measurement that Capstone uses is simply the entered flag length divided by Time in Gate, so feel free to use either, keeping in mind that the important thing is that the fractional uncertainty in flag length will be the same as the fractional uncertainty in the speed measurement (assuming the timing has a much smaller fractional uncertainty).

For the force sensor, you should keep the same settings you had for the calibration, which is to call it a User Defined Sensor on an analog channel.

Your data will consist of three columns in a Table, which will be filled in Continuous Mode once you hit Record. You will want a column for Time (s), User Defined (V), and Speed (m/s). The first two columns will start getting filled in as soon as you hit Record, where the Speed column will only get two entries, which will show up only at the time the glider has passed through the photogate. In the Controls palette, be sure the sample rate for the User Defined Sensor is set to about 2 kHz. This will generate samples fast enough to give you good results without creating an excess of data.

To take your data, start the glider moving toward to photogate and start recording just before it reaches it. As soon as the glider has passed through the photogate on its way back the second time, you may stop recording. You will now have three columns of data, two
Figure 4.3: Force sensor reading before, during, and after the collision. The first 100 ms or so of data was averaged to provide a measurement of the force sensor baseline, which was subtracted from the data before creating this plot. The area under this curve is a measurement of the impulse of the collision.

of which are very full with the third one almost completely empty. Be sure to increase the number of displayed digits on your table to high enough precision so that you are not limited by this. Figure 4.2 shows an example of what part of your data might look like. You should be able to find two entries in the Speed (m/s) column. Write these down somewhere for your analysis, and be sure to think about whether or not to enter a minus sign on one of them (remember, the photogate does not know which direction your glider is moving).

Your two remaining columns of data may be quite long. If there are more than about 5000 rows, you should probably try re-taking your data with a faster trigger-finger on the record button so that you only get the part of the data you really need. You may find that you need to move the photogate closer to the force sensor to minimize the dead time, but be sure your photogate measures the glider speed when it is freely moving, not while it is impacting the sensor. By scrolling through your data, you should be able to find a section that shows lots of changes in the User Defined (V) section. That section is what you will need for your report, so copy and paste it (both columns) into Excel for saving. Be sure to get enough data before and after the collision to give you a good feel for your baseline (see Fig. 4.3). Each person will need two data sets of their own for their analysis. Try to get two different speeds to compare them to one another.
For your determination of the calibration of the force sensor, plot your data and run a regression fit to determine the slope (with uncertainty). You will probably want your slope to have units of N/V so that you can just multiply it by your column of recorded voltages to get force. Remember to flip the sign appropriately to convert between tension and compression.

Your first measurement of the impulse comes from your two speed measurements given by the photogate. Multiply your measured velocities by the mass of the glider to create a measured value of the initial and final momentum, then use Eq. 4.1 to convert this into a measurement of the impulse.

Using your calibration of the force sensor, you can create a new column in Excel that converts your measured voltages into force. Create a scatter plot of your measured force vs. time. Even if you tared the force sensor before taking your data, you will want to choose a big group of data points at the beginning to average to define your baseline, so use your scatter plot to choose an appropriate range to average for this and create a new column of forces that have the background subtracted. You can now create a new scatter plot of your results, as shown in Fig. 4.3.

You may notice that your plot shows some “ringing” in the reading after the collision,
such as is shown in Fig. 4.4. For your numerical integration of your data, this can be safely ignored as long as the amplitude of the oscillations is much smaller than your impact (such as is shown in Fig. 4.4), and your integration really only needs to include the big peak from when it starts to rise to about the point where it crosses zero again.

To complete your analysis, you will want to integrate your data to find the area under the big peak of your force vs. time plot (Eq. 4.2). To do this integral numerically, simply find the sum of all of the force measurements during the big peak and multiply this by the duration of the small time step $\Delta t$ between successive points. This method of numerical integration is called a Riemann sum, and we have assumed that the force measurements are all equally spaced in time by $\Delta t$. Mathematically, we are using

$$\Delta P = \int_{t_1}^{t_n} dt\ F(t) \approx \Delta t \sum_{i=1}^{n} F(t_i)$$  (4.3)

where $\Delta t \equiv t_{i+1} - t_i$. You should compare your impulse measured with both methods. If they are off by a large factor, make sure you got all your units correct and that you subtracted the background force reading appropriately.

### 4.3 Report guidelines

**Your lab report should contain the following sections**

1. **Cover Sheet**
   - experiment number and title
   - your name
   - the date the lab was performed
   - your lab section (for instance, “Wednesday 9am”)
   - your TA’s name
   - your lab partners’ names

2. **Introduction**

   The introduction section explains, in your own words, the purpose of your experiment and how you will demonstrate this purpose. Try to be as brief as possible while getting your point across. The main idea is to leave the reader with a good idea of what you were trying to measure and how you went about it without going into painfully extreme detail.

   Specific items to include for this report:
   - A description of how you produced two different measurements of the impulses for each of your two runs.
3. Experimental Results and Data Analysis

This section should contain an explanation of what was measured and how the data were collected (diagrams of the experimental setup may be helpful here) and present data in graphical or tabular form. All graphs or tables must contain labels and units for the axes or columns. Label your figures, tables, equations, and plots with numbers as “Figure 1,” “Table 4,” etc. so that you can refer to them in the text. The text should include an explanation of the variables on both axes or in both columns in a way that makes it clear to the reader what those data are and how to interpret the information. It is usually a good idea to have a figure caption as well, but the most important thing is that the figures be clearly explained. This section will include any calculations you did to analyze your data and your final results should be clearly presented.

Specific items to include for this report:

- Your measured values for the mass of the glider (with all its accessories on it) and the width of the photogate flag, with uncertainties
- A plot of your calibration of the force sensor. You do not need to make a table, but be sure to include the fit line on your plot.
- State your calibration constant for converting the force sensor voltage into newtons with the uncertainty you found for this constant.
- Present your two calculated impulses that were based on the photogate speed measurements, one for each data run.
- A plot of each of your two measured force vs. time curves with the background subtracted from the force sensor. Remember to label your axes and to include their units.
- Describe how you used the force vs. time data to determine the impulse, i.e. how you performed the numerical integration.
- Present your two measured values for the impulses based on numerical integration of the force profiles. To assign an uncertainty, you may estimate this by assuming the fractional uncertainty of your integral is the same as the fractional uncertainty of your force sensor calibration coefficient.
- State the results of the two different methods for both runs in a table (with uncertainties).

4. Conclusion

Briefly restate the goals of the experiment and state how your results demonstrate (or fail to demonstrate) these objectives. Briefly describe at least one possible source of systematic uncertainty that could affect your measurement (and which direction
the effect would tend to systematically shift your observations) and suggest a future measurement to eliminate it. Compare your results from the two methods. Do they agree within their uncertainties? If not, what effects do you think could be responsible?

5. Extra Credit

The inelasticity of a collision can be quantified through a unitless number called the coefficient of restitution, $C_R$. When two objects collide, $C_R$ is defined as the ratio of the final relative speed of the colliding objects to the initial relative speed. As such, it tells you something about how elastic the collision was, where $C_R = 1$ for perfectly elastic collisions and $C_R = 0$ for completely inelastic collisions. Team up with another table and use two gliders and two photogates on the same setup to measure $C_R$ for two gliders colliding with different bumpers (including one collision with no bumpers). Compare the degree to which energy and momentum have been conserved for each collision.

4.4 Epilogue

Smart phones these days are amazing. Your author could go on about this for days, but one of the neat features available is the vector accelerometer. By attaching a smart phone to the glider and performing the same experiment you did this week, your author was able to take data at the same time with the smart phone and the PASCO force sensor. By multiplying the measured acceleration by the mass of the smart phone and glider system, very good agreement between these two methods was achieved (see Fig. 4.5).
Figure 4.5: Comparison between the PASCO force sensor reading and the accelerometer from an iPhone 4 that was riding along with the glider. The only free parameter for simultaneously plotting the two data sets was the time offset.
Experiment 5: Harmonic Oscillator
Part I. Spring Oscillator.

The career of a young theoretical physicist consists of treating the harmonic oscillator in ever-increasing levels of abstraction. -Sidney Coleman

You have already briefly encountered a harmonic oscillator in Experiment 3, where a glider was held between two springs on an air track. The next three experiments in this course are spent going into greater detail in the study of oscillating systems. You will study the effects of damping, resonance, driving, superposition, normal modes, and phase shifts in these systems. Here, in Experiment 5, you will be measuring the resonant frequency of an undamped and damped harmonic oscillator. You will measure the damping term and compare your results to predicted values based on a simple model. You will want to keep your calculations from this experiment handy because you will need to apply some of these techniques in your analysis of Experiment 6.

The oscillator for Experiment 5 is a mass hanging from a spring, shown in Fig. 5.1. You will measure the mass and the spring constant, which will allow you to make a prediction for the resonant frequency ($f_o$, the cyclic frequency in Hz) of this undamped harmonic oscillator:

$$f_o = \frac{1}{2\pi} \sqrt{\frac{k}{m}}.$$  (5.1)

The spring will hang from a force sensor, providing you with a means to monitor the oscillations of the hanging mass as a function of time using the DAQ. In your analysis, you will be able to produce a measurement of $f_o$ and compare it to your predicted value based on Eq. 5.1.

We will then add a damping force $F = -bv$ that is proportional to the velocity $v$ of the oscillating mass. We can model this system by an equation of motion of the form

$$m\ddot{x} = -kx - b\dot{x}$$  (5.2)

where $k$ is the spring constant and $x$ is the position of the mass in the vertical direction$^1$. The damping term, $b$, has units of mass/time, and tells you something about how much

---

$^1$If you are not familiar with the dotted notation, each dot is a shorthand for a derivative with respect to time. So $\dot{x} \equiv dx/dt$ and $\ddot{x} \equiv d^2x/dt^2$, etc.
Figure 5.1: A weight hanging from a spring can exhibit oscillatory motion that is well-described as being a simple harmonic oscillator. The force sensor from which the weight hangs provides readout of the oscillatory motion. The weight has strong magnets attached so that when the motion occurs inside a hollow aluminum tube, eddy-current heating provides a dissipative force that is proportional to velocity. It is important to decouple the rotation of the spring from the mass by using thin strings to attach the spring at both ends.
time it takes to damp out oscillations of some given mass. We will typically be concerned not with \( b \) itself, but with combinations of \( b, m, f_0, \) and \( k \) that are more straightforward to interpret.

Experimentally, it is a little bit challenging to come up with a method for producing a pure damping term of this form without, for instance, adding a friction term (which would not depend upon velocity). Your hanging mass for this experiment has some strong magnets embedded in it, which we will use to produce the necessary damping force. The hanging, oscillating mass will be surrounded by a vertical conducting tube that is made from aluminum, a "nonmagnetic" material.

The effect of this tube on a magnet that is not moving will be very small and we will neglect it here. However, when the magnetic field is changing in time due to the motion of your oscillating mass, it causes eddy currents in the aluminum to be created due to the tube’s inductance. The induced current is proportional to the velocity of the hanging mass. Since aluminum has some finite resistivity, these currents are dissipated into heat. You will not be required to derive these effects, but it is useful for you to have some idea why a non-magnetic material might have a profound effect on the motion of a magnet.

By monitoring the amplitude of oscillations as a function of time, you will be able to test whether the damping really is well-described by Eq. 5.2, and to provide a measured value for \( 2m/b \), which is the characteristic "damping time" of your damped oscillator. This will also permit you to measure the \( Q \)-factor (or, simply the \( Q \)) of your resonance, which allows you to complete your simple model of this system.

5.1 Theoretical Background

Your TA will probably cover this in more detail before you begin your experiment, but this section is a brief discussion of how to derive the relationships needed for your analysis. Given Equation 5.2:

\[
m\ddot{x} = -kx - b\dot{x},
\]

we want to find the form of the solutions for \( x(t) \). As is often the case when dealing with differential equations, we can resort to a method of guess-and-check to find solutions. We will use complex notation for our oscillator to make the algebra easier, choosing to try the following form for our solution

\[
x(t) = Ae^{i\omega t}. \tag{5.3}
\]

We are in this case only interested in finding the (possibly complex) frequency \( \omega \), which characterizes the time-dependence of the oscillator’s behavior. To find \( \omega \), we can simply plug this into 5.2 to get

\[
-\omega^2 mAe^{i\omega t} = -kAe^{i\omega t} - i\omega b Ae^{i\omega t}
\]

\[
m\omega^2 = k + i\omega b. \tag{5.4}
\]
We can solve this quadratic equation for $\omega$ using the quadratic formula to get

$$\omega = \frac{ib}{2m} \pm \sqrt{\frac{k}{m} - \frac{b^2}{4m^2}}.$$  \hfill (5.5)

**Exercise 5.1** Sanity check: what does Eq. 5.5 give us if we remove the damping? This should make some sense given what you know about oscillating spring-and-mass systems. Also, how should we interpret the $\pm$ in Eq. 5.5? As a hint, consider the fact that we chose a solution of the form $x(t) = Ae^{i\omega t}$ instead of $x(t) = Ae^{i\omega t} + Be^{-i\omega t}$.

We will take the plus sign of the $\pm$ for concreteness, but all of this analysis works just as well if we chose the minus sign. Since this frequency has a nonzero imaginary part, we would like to interpret what this means. Consider what happens if we plug Eq. 5.5 back into Eq. 5.3:

$$x(t) = Ae^{i\left(\frac{ib}{2m} + \sqrt{\frac{k}{m} - \frac{b^2}{4m^2}}\right)t}$$

$$= Ae^{i\sqrt{\frac{k}{m} - \frac{b^2}{4m^2}}t} e^{-bt/2m}.$$ \hfill (5.6)

The second term in Eq. 5.6 is a pure exponential decay and does not contain any oscillating terms. This comes from the imaginary part of Eq. 5.5, and demonstrates that imaginary frequencies are usually used to express dissipative terms. We can therefore introduce the **damping time** $\tau$, defined as

$$\tau \equiv \frac{2m}{b}.$$ \hfill (5.7)

The damping time is the amount of time it takes this undriven, damped oscillator to have its amplitude decrease by a factor of $1/e$.

The first term in Eq. 5.6 is oscillatory and suggests that we adopt the following definition:

$$f_{\text{damped}} = \frac{\omega_{\text{damped}}}{2\pi} \equiv \frac{1}{2\pi} \sqrt{\frac{k}{m} - \frac{b^2}{4m^2}} = \frac{f_o}{2\pi} \sqrt{1 - \frac{b^2}{4km}}$$ \hfill (5.8)

where $f_o$ is given by Eq. 5.1. It is helpful to look back at Eq. 5.6 with these new definitions, giving us

$$x(t) = Ae^{i\omega_{\text{damped}} t} \times e^{-t/\tau}.$$ \hfill (5.9)

The real part of this expression is clearly a sinusoidal oscillation at frequency $\omega_{\text{damped}}$ that has an exponentially-decaying amplitude with time constant $\tau$.

Last, we will define something called the **$Q$-factor** (also known as the “quality factor” or simply as “the $Q$”) of this resonance, which is $2\pi$ times the ratio of the total mechanical energy to the amount of energy that is dissipated in a single cycle. Without proof, we will define $Q$ to satisfy

$$f_{\text{damped}} = \frac{f_o}{2\pi} \sqrt{1 - \frac{1}{4Q^2}}.$$ \hfill (5.10)
which gives us
\[ Q = \sqrt{\frac{k m}{b}}. \] (5.11)
In the limit of \( Q \gg 1 \), the \( Q \) of a resonance is also the ratio of the resonant frequency \( (f_{\text{damped}}) \) to \( \Delta f \), the full-width-at-half-maximum (FWHM) of the (power) resonance curve. The power resonance curve would be a plot of, for instance, energy dissipated per cycle vs. frequency. You will explore this in more detail in Experiment 6.

5.2 Procedure

Since you will be measuring the frequency of a weight hanging from a spring, you will need to measure the mass of the weight and the spring constant to provide something against which to compare your direct time-domain measurement. While it may not be important for your measurement of the spring constant, make sure that the spring is attached to the hook of the force sensor via a string instead of being attached directly (and likewise for the weight on the bottom of the spring), as shown in Fig. 5.1. Using a string to decouple the rotation of the spring as it stretches from the mass and hook is important for making sure your system is well-modeled by the simple equations above.

Measure the spring constant by hanging at least 5 different masses from the spring and recording its length. You may find it is easiest to record the distance from the end of the spring to the floor, because this removes the need to hold the meter stick up in the air. Since this distance is linearly related to the length of the spring, the spring constant is still the slope, but there will be an overall minus sign (the spring constant is positive for these springs). You will perform the usual fitting in your analysis to turn these measurements into a measurement of the spring constant.

Next, you will set up the DAQ to measure the tension applied to the hook on the force sensor as a function of time. For Experiment 5, you do not need to know the value of the force, so feel free to set up the force sensor to display voltage or (uncalibrated) force units as you see fit. For this discussion, we will assume the output is being recorded in volts.

In order to measure the frequency of oscillations, you will start the mass oscillating freely and record the force sensor reading vs. time, as shown in Fig. 5.2. Be sure to keep the oscillation amplitude small enough that the spring stays linear, which means the coils should not touch one another and the spring should not be anywhere close to being plastically deformed, etc. For this measurement, it is good to have both a Table and a Scope display running simultaneously. You will want a sample rate that is high enough to really capture
Figure 5.2: Free oscillation of a mass hanging from a spring. The oscillation frequency can be obtained by, for instance, zooming in on the first and 14th oscillation minima and dividing 13 by the difference between these two times. Note the subtle decay of the oscillation amplitude due to dissipation; this oscillator has a $Q$ of more than 500.
the force maxima and minima (the “extrema”), so be sure your sample rate is at least 20 Hz in the Controls palette. If you exceed 50 Hz sample rate, it is likely that the amount of data you generate will be large enough to be a headache for you and you will not get a better measurement, so try something in the middle. Record oscillations for at least 20 seconds and up to 1 minute and then copy your voltage vs. time data into Excel for your records. Sometimes the force sensors show a significant drift in their mean value over the course of 20 seconds, so you may want to write down an estimate for this drift or to “warm up” the sensor by letting your weight oscillate on the force sensor for a few minutes. This effect is more important for the damped motion, so be sure to keep an eye on it and to either quantify the drift or find a way to remove it for the next part.

Next, you will record the same time-domain data with the damping term added. Arrange the aluminum tube to surround the oscillating weight without touching it. The magnets in the weight will produce a damping force when the tube surrounds the moving weight. Record the force sensor reading vs. time again and save your data. You will notice a significant decay in the oscillation amplitude as a function of time, as shown in Fig. 5.3.

5.3 Analysis

Plot your displacement vs. weight data and fit a line to determine the spring constant. Use a regression analysis to get an uncertainty on the slope, as usual. Combine this with your measured mass of the weight with embedded magnets to come up with a prediction for the

Figure 5.3: Damped harmonic motion. The characteristic damping time in this case is about 9.5 seconds, which corresponds to a $Q$ of about 20.
Next, you will measure the frequency of free oscillations directly from your time-domain voltage vs. time data. Plot your data and use the positions of the extrema to determine the oscillation frequency. You can do this by, for instance, zooming in on the first maximum to determine the time when this occurred, doing the same for the $n$th maximum, then dividing $n - 1$ by the time difference, which will yield $f_0$. You should estimate uncertainty by using some reasonable method, such as repeated measurements with different extrema or estimating your uncertainty in identifying exactly when each extremum occurred.

Do the same for your damped motion data. You will find that it is more difficult to determine the damped motion frequency ($f_{\text{damped}}$) than the free oscillation frequency since the signal-to-noise ratio gets worse as the signal amplitude decays, so your uncertainty is likely to be quite a bit larger for the damped motion than the free oscillations. Nonetheless, it should be possible to obtain a pretty good measurement of the damped oscillation frequency.

Next, you will see if the damping is well described by a velocity-dependent force and estimate the damping time $\tau$ (see Eq. 5.7). $\tau$ is the $1/e$ decay time of the amplitude of the oscillations, and the amplitude will only decay exponentially in time if the damping is indeed caused by a velocity-dependent damping force (as opposed to, say, a friction force). To do this, your first step will be to find the voltage that corresponds to the midpoint in the oscillations, as there is almost certainly a significant offset in your measurement. You need to subtract this offset from the peak voltages to measure the amplitude.

For instance, consider the data shown in Fig. 5.3. These oscillations are clearly not centered around 0 volts, and it looks like there is an offset of about 0.49 V. Try to find the proper offset voltage to subtract from your data to give you oscillations that are centered around zero. You may find that the force sensor reading drifted during your data run, in which case you may need to choose a sort of mean value or try subtracting a linear drift from the data. If your data includes points after essentially all of the oscillations died out, that may provide you will a good measure of the offset voltage. Subtract your offset from your data to produce oscillations that are centered around zero.

One of the things about an exponential decay is that the ratio of the heights of all pairs of successive maxima should be the same since the maxima are separated by the same time interval ($T = 1/f$). Record the heights of at least 6 successive maxima (more if you have good data). Calculate the ratio of the height of peak 1 to peak 2, then peak 2 to peak 3, and so forth for your data set. If the damping is indeed proportional to the velocity, these ratios should all give the same result.

Plot your ratios as a function of which extrema were being used as shown in Fig. 5.4. If the damping force is proportional to velocity, there should not be a discernible nonzero slope to the data in the plot and the scatter will be centered around some mean value. If you do detect a systematic trend upward or downward, be sure that you subtracted your offset voltage correctly, as doing this improperly will also result in a drift of the peak height ratios with extremum number.

If you recorded amplitudes once per oscillation period $T$, the ratio of successive amplitude
Figure 5.4: Analysis of the damped motion shown in Fig. 5.3. The peak height ratios are all centered around 0.92. Notice that the scatter seems to increase with extremum number, as expected since the peak height uncertainty increases.

measurements in an exponentially-decaying oscillation will be given by

\[
\frac{V(t + T)}{V(t)} = \frac{e^{-(t+T)/\tau}}{e^{-t/\tau}} = e^{-T/\tau}.
\] (5.12)

Since you already have a measurement of \( T = 1/f_{\text{damped}} \), you can convert each ratio measurement into a measurement of \( \tau \) by solving for the amplitude damping time

\[
\tau = -\frac{T}{\ln \left( \frac{V(t+T)}{V(t)} \right)}.
\] (5.13)

If your individual data points for the amplitude ratio did not show a trend (such as shown in Fig. 5.4), you can use your first and last measured amplitude to determine the damping time. Alternatively, you may combine all of your data points into a measurement of the damping time with uncertainty, \( \tau = \tau_{\text{best}} \pm \delta \tau \). For this, you may use the procedure outlined in §ii.1.6 to help you come up with an uncertainty in your mean value of \( \tau \).

Next, determine \( Q \) from your measurements. There are a couple of ways to do this, so find a method that makes sense to you. Last, using your measured \( Q \), predict the frequency of damped oscillations based on your measured frequency of free oscillations \( f_o \). Is your measurement of \( f_{\text{damped}} \) consistent with this? Is the difference between your best value for \( f_o \) and \( f_{\text{damped}} \) statistically significant, or is the difference smaller than their uncertainties?

5.4 Report guidelines

Your lab report should contain the following sections

1. Cover Sheet
   - experiment number and title
2. Introduction

The introduction section explains, in your own words, the purpose of your experiment and how you will demonstrate this purpose. Try to be as brief as possible while getting your point across. The main idea is to leave the reader with a good idea of what you were trying to measure and how you went about it without going into painfully extreme detail.

Specific items to include for this report:

- A derivation of the relationships between $f_0$, $Q$, $\tau$, and $b$. You may take Eq. 5.10 to be a definition of $Q$.
- A description of how you determined the frequency of oscillations and how you measured the decay time in the damped case.

3. Experimental Results and Data Analysis

This section should contain an explanation of what was measured and how the data were collected (diagrams of the experimental setup may be helpful here) and present data in graphical or tabular form. All graphs or tables must contain labels and units for the axes or columns. Label your figures, tables, equations, and plots with numbers as “Figure 1,” “Table 4,” etc. so that you can refer to them in the text. The text should include an explanation of the variables on both axes or in both columns in a way that makes it clear to the reader what those data are and how to interpret the information. It is usually a good idea to have a figure caption as well, but the most important thing is that the figures be clearly explained. This section will include any calculations you did to analyze your data and your final results should be clearly presented.

Specific items to include for this report:

- State your measured mass of the hanging weight.
- A plot of the spring constant measurement and a statement of the result, with uncertainty.
- State your predicted value for the free oscillation frequency.
- A plot of the free oscillatory motion vs. time. You do not need to worry about calibrating the $y$-axis and may simply plot it as being the force sensor reading in volts.
• Describe how you determined the free oscillation frequency from the data in this plot and state your result.
• Compare your predicted free oscillation period and your measured value. Do they agree? If not, try to explain what is the cause of the mismatch.
• A plot of the damped oscillatory motion in the same manner as your previous plot. Use these data to measure the damped oscillation frequency and state your result.
• Present a plot of the measured ratios of successive extrema in your damped oscillation measurement. Is there a trend? If so, what does this mean? If not, what does this tell you?
• Present your measured value for the damping time with uncertainty.
• State your measured value for $Q$ (with uncertainty) and use this to make a prediction of the damped oscillation frequency.
• Compare your measured damped oscillation frequency to this prediction. Do they agree? Are the two oscillation frequencies distinguishable given their uncertainties?

4. Conclusion
Briefly restate the goals of the experiment and state how your results demonstrate (or fail to demonstrate) these objectives. Briefly describe at least one possible source of systematic uncertainty that could affect your measurement (and which direction the effect would tend to systematically shift your observations) and suggest a future measurement to eliminate it.

5. Extra Credit
It is possible to determine the frequency response of this system to any periodic driving force using the data you obtained. One way that this frequency response may be obtained is by taking the Fourier transform of the time-domain signal, which is called the step response of your system. In Experiment 6, you will be looking at the amplitude response of another oscillator in the frequency domain, but it may be instructive to see what this would look like for the oscillator in Experiment 5. Capstone provides an algorithm for showing the frequency content in a time-domain signal called a Fast Fourier Transform (or FFT). Figure 5.5 shows the results of using this tool, which shows a very nice resonance curve.

Use the Capstone FFT tool in the Displays palette to see if you can generate a frequency-domain representation of your data such as that shown in Fig. 5.5. Estimate the width of the resonance ($\Delta f$), defined as the full width of this peak at a height of $1/\sqrt{2}$ of its maximum value. If $Q$ is large, one way to calculate $Q$ is as the ratio of the resonance frequency to the resonance width:

$$Q = \frac{f_o}{\Delta f}. \quad (5.14)$$
Figure 5.5: Fast Fourier Transform (FFT) of the data from Fig. 5.3. Based on the analysis, we would predict this \textit{amplitude} spectrum to have a full width at $1/\sqrt{2}$ of its maximum of about $f_0/Q \approx 33$ Hz, which would be about two frequency bins wide on this plot, consistent with the spectrum shown.

Use this to calculate $Q$ and compare your answer to that obtained from your time-domain analysis.

5.5 Epilogue

Q-factors for resonators span a large range of values. The highest $Q$ of which your author is aware for a man-made oscillator is an optical cavity that is made out of a single crystal of silicon [2]. This oscillator has a center frequency of $f_0 = 200$ THz and a frequency width of $\Delta f < 40$ mHz, which gives us $Q > 5 \times 10^{15}$. It is by using cavities such as these that researchers are able to obtain the passive stability required to make measurements such as those reported in [6] (Eq. ii.2).
Experiment 6: Harmonic Oscillator
Part II. Physical Pendulum.

The harmonic motion you have studied in previous experiments in this course was typically analyzed in the *time domain*, meaning you acquired and studied data as a function of time. It is also possible to analyze the properties of a harmonic oscillator in the *frequency domain*, which you will begin to explore in Experiment 6. You will also study the effects of damping in more detail, allowing you to demonstrate *underdamped*, *overdamped*, and *critically-damped* motion by experimentally controlling the damping coefficient. These concepts are important in control systems for physics and engineering applications, where we are often concerned with trying to find the fastest way to bring a system to a desired state.

The spring-and-mass oscillator you used in Experiment 5 was very well modeled by Eq. 5.2. However, you were not able to adjust the damping coefficient in a well-controlled manner using the aluminum tube, so we will use a more flexible setup in Experiment 6, shown in Fig. 6.1. An aluminum pendulum shaped like an anchor will serve as your oscillator. The oscillation frequency of this pendulum will be approximately independent of amplitude so long as the amplitude is small, where we will say that “small” means the angular motion does not move the bottom further than the width of the curved bottom portion of the pendulum.

A “wave driver” will be coupled to the pendulum through a spring via a loop of string going through a hole on the pulley of a rotation sensor. This will allow us to not only drive the oscillator with a periodic signal, but also to read out the instantaneous position of the oscillator via the rotation sensor. Even though the wave driver will not be used for your study of damping regimes, the spring that couples the wave driver to the pendulum will be a factor in determining the resonant frequency of the pendulum. Since you will apply your results from the damping study to your study of driven oscillations and resonance, you should leave the wave driver attached to the pulley for your damping study even though it is not in use.

The wave driver can be connected to the DAQ via the banana jacks on the upper right of the 850 interface (see Fig. 6.1). The rotation sensor plugs into one of the four “Pasport” sockets on the bottom row of the 850 interface. Capstone will automatically detect and configure the rotation sensor, but you should configure output channel 1 to be an **Output Voltage Current Sensor**, which will allow you to monitor the phase of the drive signal.

Damping will once again be provided by eddy-current heating due to the motion of the
Figure 6.1: A physical pendulum for studying damping regimes and resonance. For small oscillations, the pendulum is a harmonic oscillator, and its angular position can be measured in real-time using a rotation sensor. A wave driver coupled to the pendulum by a spring (through a string) can be used to study damped, driven oscillations. The damping magnets can be moved into place and their spacing changed to provide a tunable velocity-dependent damping force.
oscillator. Unlike Experiment 5, however, this time it is the conductor that will be moving, and the magnets will be stationary. By moving the magnet stand so that the pendulum bottom passes midway between the two damping magnets, the amount of damping can be tuned by adjusting the spacing between the magnet poles and the bottom of the pendulum body.

You will acquire time traces for underdamped, overdamped, and critically-damped motion.

6.1 Theoretical Background

6.1.1 Undriven oscillations of a damped physical pendulum

A pendulum that is made of a rigid object (as opposed to a point-mass on an ideal flexible string) is known as a physical pendulum. It is no more or less physical than a ball on a rope, but this terminology is used nonetheless. The physical pendulum in this experiment is a sort of anchor-shaped piece of aluminum alloy cut from sheet metal, and will be characterized by a moment of inertia $I$ about the rotation axis.

If we call the angular deviation of the pendulum from its equilibrium configuration $\theta$, any nonzero value of $\theta$ will lift the center of mass of the pendulum above its equilibrium height. If the pendulum has a total mass $M$ and the location of its center of mass is a distance $l$ below the rotation axis, the restoring torque due to gravity will be given by $\tau_{\text{grav}} = -Mgl \sin(\theta)$.

The spring attached at the top also exerts a torque on the pendulum about its rotation axis. For an angular displacement $\theta$, the spring’s length is changed by an amount proportional to $\sin(\theta)$. The torque this exerts on the pendulum is proportional to this force times $\cos(\theta)$, resulting in a restoring torque that we may write as $\tau_{\text{spring}} = -B \sin(\theta) \cos(\theta)$.

Last, the magnet assembly at the bottom of the pendulum will exert a damping torque on the pendulum, turning the angular kinetic energy into heat via eddy-currents in the pendulum blade. This damping force is proportional to the tangential velocity of the blade, so the damping torque will be proportional to the angular velocity, which we will write as $\tau_{\text{damping}} = -b \dot{\theta}$. Putting these three terms together gives us an equation of motion for the pendulum that is rather complicated:

$$I \ddot{\theta} = \sum_i \tau_i = -Mgl \sin(\theta) - B \sin(\theta) \cos(\theta) - b \dot{\theta} \quad (6.1)$$

For small angular displacements ($\theta \ll 1$ rad), we may expand the trig functions and keep the first terms only, thereby invoking a small angle approximation ($\sin(\theta) \approx \theta$, $\cos(\theta) \approx 1$):

$$I \ddot{\theta} \approx -(Mgl + B) \theta - b \dot{\theta}$$

$$= -k \theta - b \dot{\theta} \quad (6.2)$$

where we have defined a constant $k \equiv Mgl + B$. 79
If we compare Eq. 6.2 to Eq. 5.2, we see that this is exactly the same equation of motion as we had in Experiment 5 with the replacement \( x \rightarrow \theta, m \rightarrow I \) and different physical definitions of \( k \) and \( b \) (with different dimensions). We may therefore write down the solutions directly by making these simple substitutions in Eq. 5.6

\[
\theta(t) = A e^{i \sqrt{\frac{k}{I} - \frac{b^2}{4I^2}} t} \times e^{-bt/2I} 
= A e^{i \omega_{\text{damped}} t} \times e^{-t/\tau}.
\]

(6.3)

with the analogous definitions of the oscillatory frequency\(^1\) and damping time:

\[
\omega_{\text{damped}} \equiv \sqrt{\frac{k}{I} - \frac{b^2}{4I^2}} = \sqrt{\omega_o^2 - \frac{1}{\tau^2}}
\]

(6.5)

and

\[
\tau \equiv \frac{2I}{b}
\]

(6.6)

with the undamped resonance frequency \( \omega_o \equiv \sqrt{k/I} > 0 \).

The motion (described by the real part of \( \theta \)) is again a sinusoidal oscillation at frequency \( \omega_{\text{damped}} \) that has an amplitude that exponentially decays with time constant \( \tau \). We identify three regimes of damping in this system:

- **Underdamped motion** occurs when there is still oscillation of the pendulum for zero initial velocity, meaning \( \theta \) changes sign at least once. This occurs when the oscillation frequency is faster than the damping rate: \( \omega_o > \frac{1}{\tau} \), which guarantees that \( \omega_{\text{damped}} \) is purely real. A good example of underdamped motion can be seen in Fig. 5.3.

- **Overdamped motion** occurs when \( \omega_o < \frac{1}{\tau} \). Looking at Eq. 6.5 shows us that in this case, \( \omega_{\text{damped}} \) will be purely imaginary, which means the angular displacement of the pendulum for zero initial velocity (Eq. 6.4) will be described by a pure exponential decay with no oscillations.

- **Critically-damped motion** is the crossover regime between these two cases, given by \( \omega_o = \frac{1}{\tau} \). For critical damping, the system will return to its equilibrium state faster than either overdamped or underdamped motion. Automobile suspension systems, the dash pots on the doors to the lab, and earthquake suppression systems are all examples of engineering tasks where one would want this feature of critical damping.

### 6.1.2 Driven oscillations

If the wave driver is driven by the analog output of the 850 interface, there will be a new term in the equation of motion for this physical pendulum that oscillates with the driving

\(^1\)Here, as elsewhere in this manual, we use \( \omega \) as a symbol for angular frequency (units of rad/s or just s\(^{-1}\)) and \( f \) as a symbol for cyclic frequency (units of Hz).
current, which we will assume is proportional to \( \cos(\omega_d t) \) for drive frequency \( \omega_d \). In the small-angle approximation, we have

\[
I\ddot{\theta} = -k\theta - b\dot{\theta} + C\cos(\omega_d t). \tag{6.7}
\]

The solution to Eq. 6.7 consists of the sum of two terms, known as the complimentary and particular solutions:

\[
\theta(t) = A_c\theta_c(t) + A_p\theta_p(t) \tag{6.8}
\]

where the complimentary solution is the one we have from undriven oscillations

\[
\theta_c(t) \equiv e^{i\omega_{\text{damped}} t} \times e^{-t/\tau} \tag{6.9}
\]

and the particular solution is given by [3]

\[
\theta_p(t) \equiv \frac{1}{\sqrt{(\omega^2 - \omega_d^2)^2 + \left(\frac{2\omega_d}{\tau}\right)^2}} \cos \left(\omega_d t - \phi(\omega_d)\right) \tag{6.10}
\]

where

\[
\phi(\omega_d) \equiv \arctan \left(\frac{2\omega_d}{\tau(\omega_0^2 - \omega_d^2)}\right). \tag{6.11}
\]

The complimentary solution describes all of the transient behavior of the system, which depends upon things such as initial conditions but does not depend upon the driving term in any way. This behavior is called transient because as \( t \to \infty \), \( \theta_c \to 0 \). The timescale over which the transient behavior dies out is \( \tau \) for critical and underdamping. For this experiment, this means that when you make a change to the system by, for instance, changing the drive frequency, you must wait at least \( \tau \) before interpreting the behavior of the system as being dominated by the particular solution. You should consider this when trying to decide how to set the damping rate for the second half of this experiment.

### 6.1.3 Resonance

The particular solution, on the other hand, describes the steady-state behavior of the system under a constant-amplitude, sinusoidal driving torque. The pendulum will oscillate at exactly the drive frequency \( \omega_d \), but with an amplitude and phase that depend upon the relationship between \( \omega_d \) and \( \omega_{\text{damped}} \). Fig. 6.2 shows the calculated amplitude of the steady-state behavior for a series of oscillators with the same undamped resonance frequency but different levels of damping.

The drive frequency at which the amplitude is maximized is called the resonant frequency of the damped, driven system, \( \omega_R \). To find \( \omega_R \), we can differentiate the amplitude of the response in Eq. 6.10 with respect to \( \omega_d \) and solve for \( \omega_d \) such that this is zero, which gives us the resonant frequency of a damped and driven harmonic oscillator:

\[
\omega_R = \sqrt{\omega_0^2 - \frac{2}{\tau^2}}. \tag{6.12}
\]
Figure 6.2: Amplitude response of damped resonators. The amplitudes are normalized to set the peak amplitude equal to 1, and the undamped resonance frequency for all curves is $\omega_o = 1$. Low-$Q$ oscillators show resonant frequencies $\omega_R$ that are significantly different from $\omega_o$. As the quality factor increases, the resonance position converges to $\omega_R = \omega_o$. The resonance width $\Delta \omega$ is shown for a $Q = 10$ resonance, where $\Delta \omega$ is the full width when the amplitude is $1/\sqrt{2}$ times its maximum value.
Comparing this to Eq. 6.5, we see that the resonant frequency can be close to $\omega_{\text{damped}}$, and in many situations they are used interchangeably. In the limit $\tau \gg 1/\omega_o$, both of these resonant frequencies converge to $\omega_o$, and you will find that they are often assumed to be equal (especially for $Q \geq 10$ or so, see below).

We can define the *quality factor* $Q$ of this system to be

$$Q \equiv \frac{1}{2} \tau \omega_R \quad (6.13)$$

to rewrite our particular solution as

$$\theta_p(t) \equiv \frac{1}{\sqrt{(\omega_o^2 - \omega_d^2)^2 + \left(\frac{\omega_R \omega_d}{Q}\right)^2}} \cos \left(\omega_d t - \phi(\omega_d)\right) \quad (6.14)$$

For an oscillator with a high $Q$-factor ($Q \gg 1$), the damping time $\tau$ is many oscillation periods long. As discussed above, in this case we see that $\omega_R$ and $\omega_{\text{damped}}$ are both approximately equal to $\omega_o$. In fact, we can rewrite Eq. 6.12 in terms of $Q$ as

$$\frac{\omega_R}{\omega_o} = \frac{1}{\sqrt{1 + \frac{1}{2Q^2}}} \quad (6.15)$$

This factor goes to 1 very quickly as $Q$ is increased. For instance, an oscillator with a modest quality factor of $Q = 3$ has a resonance frequency that is only about 3% slower than the undamped case.

For these cases where the damping is very slight and the $Q$ is therefore substantially greater than 1, it can be shown that the $Q$-factor is the ratio of the resonant frequency to the width of the resonance curve

$$Q \approx \frac{\omega_o}{\Delta \omega} \quad (6.16)$$

where $\Delta \omega$ is the full width of the resonance, defined to be the frequency range over which the amplitude response (the amplitude in Eq. 6.14) is greater than or equal to $1/\sqrt{2}$ of its maximum value. (This will be familiar to you if you did the Extra Credit from Experiment 5.)

Last, the phase term described in Eq. 6.11 is shown in Fig. 6.3 for the same oscillators as the amplitudes in Fig. 6.2. This plot has been constrained to positive values of $\phi$ to show that the phase changes smoothly through resonance, a general property of damped oscillators. Far below undamped resonance, the phase of the response is almost exactly the same as the drive, but begins to increase as undamped resonance is approached. Right on undamped resonance ($\omega_d = \omega_o$), the phase lag is exactly $\phi = \frac{\pi}{2}$, regardless of the quality factor. Past this point, the phase lag continues to increase, asymptotically approaching $\phi = \pi$ at infinite frequency.

From a practical perspective, if we are tasked with trying to locate the (undamped) resonant frequency $\omega_o$ (a common situation in physics and engineering), looking at the phase response is going to be far more sensitive than using the
Figure 6.3: Phase response of damped resonators. The phase response is the difference between the phase of the driving force and that of the displacement. Curves are shown for the same parameters as Fig. 6.2. For driving frequencies below undamped resonance, the response is said to be “in phase with the drive,” with the lag increasing as the drive frequency increases. At the undamped resonant frequency, the response is out of phase from the drive by $\pi/2$, regardless of $Q$. Past this point, the response is said to be “out of phase with the drive” and the phase lag continues to increase with frequency, saturating at $\phi = \pi$. 
amplitude response. The reason is that in the immediate neighborhood of resonance, the amplitude response levels out and does not depend sensitively on frequency, whereas the phase response has a maximum slope at this point. The amplitude response therefore becomes insensitive to frequency right where you need it the most, while the sensitivity of the phase to frequency is maximized here.

6.2 Procedure

To set up the apparatus, start by connecting the spring on the wave driver to the wheel on the pendulum rotation sensor as shown in Fig. 6.1. You will leave this connected for the entire experiment. To make sure the pendulum swings freely for all parts of the experiment, set the heights of the posts and clamps so that the pendulum blade can swing freely a couple of inches above the table so that the blade is well-centered at the height of the magnets.

6.2.1 Harmonic motion with damping

To investigate the various regimes of damping, you will be pulling back the pendulum to some starting position and letting it go, recording the angular displacement vs. time using the rotation sensor via the DAQ. Remember, the small-angle approximation we used in the theory section is only valid for angles right around $\theta = 0$, so be sure to set your starting position no more than one blade length from the equilibrium position.

You may find it useful to have a photogate attached to the 850 to record the starting condition when you let go of the pendulum. To do this, position the photogate such that the pendulum blade just unblocks it when motion begins.

The amplitude sampling rate should be set so that you get enough data points to clearly see which damping regime you are in without recording lots of points for the same value of the angle. You should play around with this in Scope mode to choose an appropriate sampling rate. You will be recording angle vs. time for different values of the spacing between the magnets.

Record traces of the pendulum angle vs. time for the case where the magnets are removed entirely, as well as 4 or five gaps between 50 mm and 10 mm. You will want to get a clear set of data for underdamped motion and a clear set for overdamped motion for your report.

Next, determine the magnet spacing to achieve critical damping. Remember, you are looking for the maximum damping such that the angular velocity of the pendulum does not change sign. Take steps at least as small as 1 mm for this, and save a good set of data showing critical damping for your report. Fig. 6.4 shows some example data for all three regimes. Note that you may need to record where $\theta = 0$ is for each data set to plot them on the same axes.
6.2.2 Harmonic motion with driving

For the second part of the experiment, you will be examining the amplitude and phase response of the driven, damped harmonic oscillator. For this whole section you will want to set the magnet gap to something with fairly low damping. Remember, you are looking to add just enough damping so that you don’t have to wait too long for the system to reach steady state, but not so much that the oscillation amplitude is difficult to detect. You will benefit from trying to use your data from the previous section to set the magnet so that the free undriven oscillations damped out in about 5 to 10 seconds. Record a good trace of displacement vs. time for this setting of the magnet in undriven conditions just like you did for the previous part of the experiment.

You will be using the wave driver to produce a sinusoidal driving torque on the pendulum using the Signal Generator function. This is physically accomplished by attaching the banana plugs from the wave driver into Output 1 of the 850. The drive function will be a Sine function, and you should probably keep the drive voltage below 5 V or so. The frequency range you will be exploring will be very near the frequency of the undriven, undamped oscillator, so take a look at your data from the first part with no damping magnets to estimate the undamped frequency.

First, you will locate the driven, damped oscillator resonance $\omega_R$, which you may assume is equal to $\omega_0$ since you are working with low damping. As discussed, the easiest way to do this is by looking at the phase response. To accomplish this, you will be making parametric plots known as Lissajous figures. What I mean by “parametric plot” is that you will be plotting two separate quantities that are related by a parameter, which in our case will be
Figure 6.5: Parametric plots of the driving and response of a damped harmonic oscillator showing Lissajous figures. These screen shots from Capstone show the measured pendulum angle on the vertical axes and the drive voltage on the horizontal axes for drive frequencies (a) below, (b) above, and (c) right on resonance.

You will be plotting **Angle** on the y-axis and **Output Voltage** on the x-axis of a **Graph** display. You will also need to record data for several oscillations after the system reaches steady-state for your analysis, so now is a good time to set up a **Table** for doing that.

Your parametric plot will show both the drive voltage and the system response (the angle) on one set of axes. For steady-state behavior, this plot will look like a closed curve. You will need to play around with scaling the axes to try to make the extent of the shape on the x-axis be about the same distance as the extent on the y-axis so that you can clearly see the difference between a perfect circle and a slight ellipse. Fig. 6.5 shows an example screen shot of the parametric plot.

To find $\omega_R$, you are looking for the drive frequency such that the steady-state behavior looks like a symmetric circle on the parametric plot, such as shown in Fig. 6.5(c). You will find that this technique is incredibly sensitive to the proximity to resonance, and even a small deviation from resonance will be visible as a slightly-tilted ellipse. The direction of the tilt tells you which direction you need to go to find resonance, as shown in Fig. 6.5(a) and
Figure 6.6: Measured oscillation amplitude spectrum of a damped, driven oscillator. The points are connected by straight lines, showing the Lorentzian shape of the resonance as predicted in Fig. 6.2.

(b). Estimate an uncertainty in your measurement of $\omega_R$ based on how small a deviation you think you can make without being able to tell a difference in the figure. You will need to save data for plotting Lissajous figures in your report for driving the system below, above, and right on resonance.

Last, you will examine the amplitude response of the oscillator as a function of frequency. Record the amplitude of the pendulum oscillations in steady-state for at least 10 different drive frequencies. You are trying to make a figure that allows you to see the shape of the resonance curve, which will allow you to find its height and estimate its width. An example is shown in Fig. 6.6 with the data points connected by straight lines, which shows a Lorentzian shape similar to Fig. 6.2.

6.3 Analysis

For undriven damped motion, you recorded time traces of the angular displacement. From your trace that was taken with no magnets present, you should be able to determine the undamped oscillation frequency $\omega_0$. Make a plot clearly showing three time traces, one in each regime of damping. You can assign an uncertainty to the critical damping gap between the magnets based on how well you can measure the gap and how much change it would take for you to say definitively that the damping has changed regimes.

For the driven, damped oscillator, plot your time trace of the undriven oscillator at the
You recorded a measurement of the driven resonant frequency $\omega_R$ that was obtained by looking at the Lissajous plots. Combine this with your measurement of $\tau$ to report a measured value for $Q$ via Eq. 6.13. Plot three Lissajous figures for your report showing the shape below, on, and above resonance.

You have one more way to determine $Q$, which you will compare to this method. This second method to measure $Q$ is to examine the amplitude response to apply Eq. 6.16. To do this, plot your amplitude spectrum and determine the peak height (which should occur at $\omega_R$). It is sometimes helpful to connect the data points with straight lines for this analysis. Using your plot, come up with some way to estimate the full width of the resonance where the amplitude is $1/\sqrt{2}$ times its maximum ($\Delta\omega$), such as depicted in Fig. 6.2. You are unlikely to have two data points at exactly the right place, so you will need to make an educated guess about this width based on the plot and assign an uncertainty to it. You have been assigning uncertainties in this course for many labs now, and you should be able to come up with a way to do this that effectively reflects how well you really measured this quantity. Use your measurement of $\Delta\omega$ to calculate $Q$, and think about how much you trust this measurement compared to your other method for determining $Q$.

6.4 Report guidelines

Your lab report should contain the following sections

1. Cover Sheet
   - experiment number and title
   - your name
   - the date the lab was performed
   - your lab section (for instance, “Friday 2pm”)
   - your TA’s name
   - your lab partners’ names

2. Introduction
   The introduction section explains, in your own words, the purpose of your experiment and how you will demonstrate this purpose. Try to be as brief as possible while getting your point across. The main idea is to leave the reader with a good idea of what you were trying to measure and how you went about it without going into painfully extreme detail.
Specific items to include for this report:

- A description of how you determined the frequency of oscillations for the undriven oscillator from its time trace.
- A description of how you determined the magnet gap to produce critical damping.
- A description of how you used the shape of the Lissajous plot to determine the driven resonance frequency.
- A description of the two methods you used to measure the quality factor of the resonance.

3. Experimental Results and Data Analysis

This section should contain an explanation of what was measured and how the data were collected (diagrams of the experimental setup may be helpful here) and present data in graphical or tabular form. All graphs or tables must contain labels and units for the axes or columns. Label your figures, tables, equations, and plots with numbers as “Figure 3,” “Table A,” etc. so that you can refer to them in the text. The text should include an explanation of the variables on both axes or in both columns in a way that makes it clear to the reader what those data are and how to interpret the information. It is usually a good idea to have a figure caption as well, but the most important thing is that the figures be clearly explained. This section will include any calculations you did to analyze your data and your final results should be clearly presented.

Specific items to include for this report:

- Plots of angular displacement as a function of time for the three regimes of damping.
- State your measured value for the magnet gap at critical damping. Every time you report a measured value, there should be an uncertainty and a description of where that uncertainty came from.
- State your measured value for the oscillation frequency with no damping magnets. You do not need to include the plot, but the determination of this frequency and its uncertainty should be described and reported.
- A plot of angular displacement vs. time for the undriven pendulum with the gap set to the setting that was used for the driven oscillator part of the experiment.
- Report the frequency you measure from this plot.
- Report your measurement of the damping time.
- Three plots of Lissajous figures, one each below, on, and above driven resonance. Report your measured value for the driven resonant frequency, and the measurement you get for $Q$ as a result of combining this with the damping time.
- A plot of the amplitude response vs. drive frequency showing the resonance curve.
• Report your measured values for $\Delta \omega$ and the value of $Q$ you get from this.
• Compare your two methods of measuring $Q$. Which do you believe is the best, and why?

4. **Conclusion**

Briefly restate the goals of the experiment and state how your results demonstrate (or fail to demonstrate) these objectives. Briefly describe at least one possible source of systematic uncertainty that could affect your measurement (and which direction the effect would tend to systematically shift your observations) and suggest a future measurement to eliminate it.

5. **Extra Credit** In the driven resonance part of this experiment, you estimated $\Delta \omega$ by using a plot that probably did not have two data points right at $1/\sqrt{2}$ of the maximum amplitude. Find these two frequencies *experimentally* by moving the drive frequency around until the amplitude is at $1/\sqrt{2}$ of its maximum value. The difference between these two frequencies should be $\Delta \omega$. Plot Lissajous figures at both frequencies and describe what they have in common. Use your new measured value for $\Delta \omega$ to determine $Q$. Further, since the frequency of the peak of your amplitude spectrum is $\omega_R$ (even when $\omega_R$ and $\omega_0$ are not approximately equal), this gives you yet a *third* method for determining $Q$. The damped, driven resonance frequency $\omega_R$ must be halfway between the two frequencies you found for achieving $1/\sqrt{2}$ of the maximum amplitude. Combine this with Eq. 6.15 to get a third measurement of $Q$ and compare all of your measurements and methods. Which do you believe is the most accurate, and why?

### 6.5 Epilogue

It is remarkable how much physics can be understood by modeling systems as harmonic oscillators. The Lorentzian line shape shows up in everything from nuclear scattering to molecular spectroscopy and plays an important role in almost every field of physics. Understanding the fundamentals, such as the phase change across resonance and how the shape changes with damping will be helpful for many advanced courses and research work in engineering and physics.
Experiment 7: Waves on a Vibrating String

In Experiments 3, 5, and 6 you studied systems that exhibited simple harmonic oscillations, where the part of the system that was oscillating was often modeled as being a single point-mass. Non-rigid, spatially-extensive systems can also exhibit simple harmonic motion, where each point in space has some property that oscillates periodically in time and is somehow related to the oscillations of its neighboring points. Phenomena such as these exhibit wave behavior, and wave phenomena show up in everything from light to sound to the quantum mechanical nature of probability amplitudes. In Experiment 7, you will be examining waves on a stretched, massive string with clamped boundary conditions. You will measure the group velocity of traveling waves on this string and predict and observe the behavior of many modes of standing-wave oscillation. Last, you will investigate one of the curious features of interference, where the addition of an intermediate boundary condition can be used to suppress certain modes while leaving others effectively unchanged. There is a section at the end of this chapter with information about laser safety.

7.1 Procedure

To configure the DAQ for this experiment, you will need to be able to read the signal from a light sensor (analog channel) and to send a signal to the wave driver via output channel 1 (the red and black banana plugs). The polarity of the plugs does not matter.

In order to excite and monitor wave behavior, we will be using transverse motion of a thick, elastic string about a meter long. The tension in the string is an important parameter for us to control in a known way, so while one end of the string will be held in a clamp (shown in Fig. 7.1a and b), the other will pass over a pulley wheel (Fig. 7.1a and c) and weights can be hung from this end. The tension will be set by $T = (m_1 + m_2)g$, where $m_1$ and $m_2$ are the mass of the hanging weight and the portion of the string that is hanging from the pulley (which has a non-negligible mass!).

Figure 7.1: Apparatus for observing the vibrational motion of a massive string. (a,b) A wave driver excites vibrations near the clamp, which can be detected when (c) a laser beam scatters light into a photodetector at the other end. The tension in the string is controlled by hanging known masses from a pulley that defines the other boundary.
The wave driver will excite vibrations in the string by moving the actuator in the vertical direction. The actuator tip should just barely touch the string when the actuator is not running, and should be positioned 1-2 mm from the clamp, as shown in Fig. 7.1b. You may need to move the wave driver on the table until the driven waves are in the vertical plane and do not have a significant horizontal component. It is recommended that you do not put the string into the notch on the tip of the actuator, but rather just use the tip to push against the string.

You will be measuring the displacement of the string in the vertical direction by scattering laser light into a photodiode (also called a photodetector, light sensor, or simply “detector”). The laser spot should be positioned so that it illuminates the top third or so of the string when the string is not moving. The photodetector should be positioned directly above the laser spot very close to the string to minimize the effect of ambient light getting into the detector. In this way, if that section of the string moves downward, it scatters less of the laser light into the detector and the signal decreases, with the converse being true if this string moves upward. A photodiode gain setting of 10 seems to work well for this, but feel free to experiment.

The laser beam should illuminate the string fairly close to the pulley (see Fig. 7.1c). For Part 1 of this experiment (measuring the wave speed), it is recommended that you set the beam (and photodetector) 6-8 cm from the pulley apex. For Part 2 and Part 3 (standing waves), you will likely obtain the best results if the beam and photodiode detector are about 1 cm away from the pulley apex.

Setting the laser spot and detector positions correctly can be tricky, and it is worth your time to make sure you do this well to get high-quality data. It is recommended that you use Scope mode to monitor the Light Sensor while using Signal Generator to run the wave driver in a sinusoid at 4-10 Hz with 1-2 V of output. For measuring the wave speed (Part 1), adjust the laser beam and detector until the resulting signal is clearly visible above the background noise. For the standing waves sections of this experiment (Parts 2 and 3), you will also want to make sure that when you drive a standing wave on resonance with a sinusoidal drive, the output signal also looks like a nice, symmetric sinusoid, which indicates that the response is linear. Figure i.5 in Chapter i shows an example of non-sinusoidal response, where an asymmetry is clearly visible. By moving the laser spot, detector, and adjusting the drive amplitude, you should be able to get a signal that looks more like a sinusoid.

### 7.1.1 Part 1: wave speed

In the first part of this experiment, you will measure the wave speed for several values of the tension by hanging different weights from the string, but be sure to read below regarding length measurements before changing weights. The wave velocity is predicted by a simple model to be given by

$$v = \sqrt{\frac{T}{\mu}}$$  \hspace{1cm} (7.1)
where $T$ is the tension and $\mu$ is the linear mass density of the stretched string. Since the string stretches under tension, its linear mass density will change depending upon the amount of weight that is hung from the pulley.

As a first step to tackle this mass density issue, measure the mass $M$ of the string, and be sure to subtract off the amount that will be hanging limply from the back of the clamp since this portion will not stretch when the weights are applied and plays no role in the experiment.

**Example 7.1** A student has a string with total unstretched length of 2 m and total mass $\mathcal{M}$. After setting up the experiment, the student measures that there is 40 cm of excess string hanging off the backside of the clamp. The mass of the string involved in the experiment (this includes the portion hanging down to the weights since this section stretches as well) is therefore given by

$$M = \mathcal{M} \left( \frac{1.6 \text{ m}}{2 \text{ m}} \right),$$

which is $M = 0.8 \times \mathcal{M}$.

When tension is applied to the string, it will stretch, and the height of the knot holding the end of the string to the hanging masses will change. The linear mass density is therefore the mass $M$ divided by total stretched length of the string from the clamp, over the pulley, all the way to the knot at the top of the weights. This length will change when the tension is changed, so be sure to keep track of it to note the changing linear mass density of the string. You should also try to estimate the mass of the portion of the string that hangs from the pulley to see if it needs to be included in your calculation of the tension, or if it is small enough to be neglected.

You will be measuring the wave speed for 3 different values of the tension $T$, so it is probably a good idea to go ahead and measure the stretched linear mass densities for 3 different values of the weight. For the second part of the experiment, you will want a good bit of tension on the string, so choose at least one of your 3 weights to have a mass of 350 g or more and then use this for Parts 2 and 3.

Conceptually, the wave speed measurement will proceed when you create a sharp rising edge with the Signal Generator driving the wave driver and measure the time it takes the resulting excitation to bounce back and forth between the pulley and the clamp. There will be a signal on the photodiode (some sort of wiggle) every time the pulse arrives at the photodiode. If the pulse travels down to the clamp and back in some time $\Delta t$, the speed will be the distance the wave traveled (call it $2L$) divided by $\Delta t$.

To take your wave speed measurement, select Continuous mode in the Controls palette. Figure 7.2 shows Signal Generator settings appropriate for measuring the wave speed. Set the signal generator to Auto, which will initiate the signal generator only when you start recording data. You can create a fast rising edge by changing the Waveform from Sine to Square. You will want the frequency to be quite low to give you lots of time to see the wave reflecting back and forth on the string, so it is recommended that you set the Frequency to
0.2 Hz or so (the exact frequency does not matter). The recommended Amplitude is about 1 V. Last, set the Voltage Offset to be the same voltage as you used for the Amplitude so that you don’t excite a pulse before you can record a rising edge.

You can visualize your results by opening a Graph session from the Displays palette. You will be plotting two signals simultaneously (the wave driver voltage and the photodiode signal) to see when the pulse is launched. To set this up, select Light Intensity (%) for the $y$-axis and plot Time (s) on the $x$-axis. To add another $y$-axis, mouse over the plot area to wake up the menu bar and click on the “Add new y-axis to active plot area” button. The new axis will appear on the right side of the plot, and you can set it to plot Output Voltage, Ch01 (V), as shown in Fig. 7.3. When you click Record on the Controls palette, the photodiode signal will be fairly flat and the voltage should be zero until the rising edge, at which point the voltage will jump to twice the amplitude setting and there will be a series of peaks on the photodiode signal for each time the wave gets near the laser beam spot. Click Stop once the voltage goes back to zero. Figure 7.3 shows a screen shot from Capstone with an example signal.

The size and shape of the wiggles you get will probably look very different from everyone else’s, but the only thing that matters is that you see some sort of signal that repeats itself a few times. You can open a Table and save your data in Excel for your analysis and plotting. This may involve quite a bit of data, but hopefully not too much to take home with you. As always, be sure the table is displaying enough digits for you to get your data without introducing nasty rounding errors. Save data for all 3 values of the tension so that you can determine the wave speed during your analysis. Remember to measure the length between the pulley and the clamp so that you know how far the pulse travels between successive arrivals at the laser spot.
Figure 7.3: Capstone screen shot showing the launch of a pulse that makes many round-trips along the string.

Figure 7.4: Close-up of the signal from a pulse reflecting back and forth from the clamp and pulley. The wave speed can be measured by identifying some feature that repeats and measuring the time duration between repetitions. In this case, the sharp downward spike would probably be a good candidate. The uncertainty in this measurement can be estimated from the width of the spike.
Figure 7.5: Transverse standing waves on a string. The positions where the displacement amplitude is zero are called *nodes*, while the maxima are called *antinodes*. In contrast, a normal *mode* of oscillation in this system is an entire standing wave. The $n = 4$ *mode* is shown in (a), while an entirely different mode (with a correspondingly different frequency) is shown in (b). The mode in (b) corresponds to $n = 3$.

7.1.2 Part 2: standing waves

For the second part of this experiment, you will be observing standing waves in the vibrating string, as shown in Fig. 7.5. You will probably get the best results if you use your heaviest weight from the first part of the experiment, and be sure to re-position the laser spot and photodiode and optimize the linearity of the signal as mentioned above (driving the wave driver with a sine wave should give you a nice sine wave on the photodiode signal).

Since both ends of the string have fixed boundary conditions, the string will support a series of harmonics of the fundamental standing wave mode. Note: this resonance frequency will probably be less than 20 Hz, so please do not try to turn on the wave driver at 1 kHz, which will primarily produce a painful noise. When driving the fundamental mode on resonance, the string will oscillate with large amplitude (probably clearly visible by eye) and will not have any nodes between end points. We can assign an integer $n = 1$ to this mode. There will be an entire series of harmonics associated with this motion for other integer values of $n$. Find the resonant frequency for this fundamental mode by monitoring the amplitude of the photodiode signal and finding the frequency for which this amplitude
is maximized. Be sure to make a measurement that is as precise as possible in order to accurately predict the frequency at which higher values of \( n \) will also be normal modes of the string. By using the DAQ, it should be possible for you to nail this down to at least 3 digits of precision (10s of mHz) using this “maximum amplitude” method. Record this frequency for your records.

Before moving on to find the frequencies of higher-order modes, recall that you learned last week how to find the undamped resonant frequency \( \omega_0 \) of an oscillator using the phase information of the signal. You created parametric plots of Lissajous figures such as Fig. 6.5, and the resonant frequency was the frequency when the figure was most symmetric. Using what you recall from last week about how to plot the system response (for this week, this is the photodiode signal) vs. the drive signal (in this case, the wave driver output), set up a parametric plot of your system that will allow you to identify resonant frequencies by observing the symmetry of the waveform. You may assume \( \omega_R \approx \omega_0 \) since the damping time in this system is many oscillation periods. Do this for the fundamental \((n = 1)\) mode, and see if you measure the same resonant frequency as you did with the “maximum amplitude” method above. Be sure to record not just the resonant frequency, but also an uncertainty in your measurement of this frequency. How far can you move the frequency before you notice that the Lissajous figure is no longer symmetric?

Using your parametric plot, record the resonant frequencies for a series of harmonics of this fundamental frequency (each harmonic is called a normal mode of oscillation). The \( n \)th normal mode will have a resonant frequency that is \( n \) times the fundamental frequency, so you should use your measured fundamental frequency to predict where to find each harmonic. The \( n \)th mode will have \( n \) anti-nodes in it (nodes are positions with minimum amplitude, anti-nodes are positions with maximum amplitude). Split up the measurement of the frequencies of the harmonics with your parter up to \( n = 9 \). For instance, if there are two of you, one can measure the frequencies of modes \( n = 1, 3, 5, 7, 9 \) and the other can measure \( n = 1, 2, 4, 6, 8 \). If there are 3 of you sharing an apparatus, each should choose 5 harmonics at random from \( n = 2 \cdots 9 \).

For the higher frequency modes, you may find that it is helpful to turn up the signal generator amplitude. If you have trouble finding those signals, you may have the laser and photodiode too far from the pulley, so moving them closer may help. Try to find the 30th harmonic (you should be able to predict where you think it will occur) and record what you observe.

### 7.1.3 Part 3: boundary effects

The last part of the experiment is an investigation of intermediate boundary conditions and interference. Using your measured resonant frequencies for \( n = 2, 4, \) and \( 5 \), drive these modes at some fixed drive amplitude and record the amplitude of the photodiode oscillations for each one (Scope mode is good for this). The “amplitude” you record can simply be the peak-to-peak size of the photodiode signal (because this number will be proportional to the actual wave amplitude for transverse displacement of the string).

For all of the normal modes, the pulley apex and the clamp are always nodes, but for \( n = 2 \)
and higher, there are also nodes between these endpoints. Drive the fundamental \((n = 2)\) mode with the same drive amplitude you just used when you measured its amplitude. Using a ring stand and a post, constrain the motion of the string at the node that is in the middle of the string for \(n = 2\). You should be able to do this without substantially altering this mode (the signal level should be the same). Record the new signal amplitude you measure for this mode once you have optimized the position of the post to maximize it. Without moving the post, drive the \(n = 4\) mode with the same drive amplitude you used before, and compare your new measured signal amplitude to the old one. Do the same (without moving the post!) for \(n = 5\) and record what you find.

### 7.2 Analysis

#### 7.2.1 Part 1 analysis

To measure the wave speed from your data, for each tension, plot the photodiode signal vs. time, as shown in Fig. 7.4. The excitation itself is likely to be a somewhat complicated set of wiggles on the signal, but the important thing is not the shape of the signal so much as it is identifying some feature that repeats itself. Each time the feature repeats, it will be slightly smaller than the previous time, so you will have to make a decision about how far out in time you want to look. Since you know the distance the excitation travels between repetitions, measure the wave speed by dividing this distance by the time delay. Estimate an uncertainty in your measurement based on how well you feel you can localize the excitation feature in time and how well you know the distance traveled.

#### 7.2.2 Part 2 analysis

The frequency of the \(n\)th normal mode is predicted to be given by

\[
  f(n) = n \frac{v}{2L}
\]

(7.3)

where \(v\) is the wave speed (predicted and measured for this tension in Part 1) and \(L\) is the distance between the clamp and pulley apex. Using your measured value for the wave speed from Part 1, calculate a predicted value for the frequency of the fundamental mode. Using Eq. 7.3, calculate predicted values for the higher-order modes whose frequencies you measured. Compare your results.

### 7.3 Report guidelines

*Your lab report should contain the following sections*

1. Cover Sheet
   - experiment number and title
• your name
• the date the lab was performed
• your lab section (for instance, “Monday 3pm”)
• your TA’s name
• your lab partners’ names

2. Introduction

The introduction section explains, in your own words, the purpose of your experiment and how you will demonstrate this purpose. Try to be as brief as possible while getting your point across. The main idea is to leave the reader with a good idea of what you were trying to measure and how you went about it without going into painfully extreme detail.

Specific items to include for this report:

• Describe how you determined the mass density of the string, with special emphasis on how you accounted for the fact that the mass density changes as a function of position.
• Describe how you were able to determine the wave speed.

3. Experimental Results and Data Analysis

This section should contain an explanation of what was measured and how the data were collected (diagrams of the experimental setup may be helpful here) and present data in graphical or tabular form. All graphs or tables must contain labels and units for the axes or columns. Label your figures, tables, equations, and plots with numbers as “Figure 2,” “Table I,” etc. so that you can refer to them in the text. The text should include an explanation of the variables on both axes or in both columns in a way that makes it clear to the reader what those data are and how to interpret the information. It is usually a good idea to have a figure caption as well, but the most important thing is that the figures be clearly explained. This section will include any calculations you did to analyze your data and your final results should be clearly presented.

Specific items to include for this report:

• State the values of the 3 masses you used for your wave speed measurements, as well as the length of travel for the wave in this setup.
• Using your saved data for the pulse bouncing back and forth, plot the relevant portion of each that was used to determine the wave speed. See if you can get all three on a single plot.
• State your measured values for the wave speed for all 3 tensions, and compare these values to those predicted from Eq. 7.1.
• Use your measured value for the wave speed from Part 1 to calculate a predicted value for the frequency of the fundamental mode for Parts 2 and 3. State this predicted value (with its uncertainty, of course!).

• State your measured values (using the “maximum amplitude” method and the Lissajous figure method) for the frequency of the fundamental \((n = 1)\) mode (with its uncertainty) and compare these to each other and to your predicted value.

• Make a table of the predicted frequencies for the other modes you measured and the measured mode frequencies (from your Lissajous figures) for those modes. Your prediction for the \(n\)th will be just the predicted fundamental mode frequency times \(n\), as shown in Eq. 7.3

• Compare your predicted and measured values for the frequencies of the higher modes. If they do not agree, is there a trend? If so, what could be the cause?

• From your observations for Part 3, compare your measured amplitudes for the string when you constrained it at the middle to the amplitude when it was unconstrained. Provide a qualitative explanation for what you observed.

4. Conclusion

Briefly restate the goals of the experiment and state how your results demonstrate (or fail to demonstrate) these objectives. Briefly describe at least one possible source of systematic uncertainty that could affect your measurement (and which direction the effect would tend to systematically shift your observations) and suggest a future measurement to eliminate it.

5. Extra Credit In experiments 6 and 7, you used Lissajous figures to find the resonance frequency of a couple of harmonic oscillators. Using this method for your standing waves, try to find out what the highest mode you can find is. Can you see the \(n = 60\) mode? Report your determination of each mode starting from \(n = 1\) and going as high in \(n\) as you can. State the distance you have between your laser spot on the string and the point where the string touches the pulley. Calculate the frequency of the first mode that will have a node at this location, and describe why this may make your data taking for modes near this one difficult.

7.4 Epilogue

Throughout this course, you have investigated a series of different mechanical phenomena in a laboratory setting. Many of the effects observed in this setting, however, manifest themselves in many different contexts, including electricity and magnetism, atomic physics, nuclear physics, astrophysics, communications, particle physics, et cetera. The material in this course is therefore far more general than mechanics, and
it is hoped that working with your hands to investigate these phenomena will help to prepare you to have a more intuitive understanding of these concepts as you move forward.
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LASER LIGHT
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LASER CLASSIFICATION TABLE

<table>
<thead>
<tr>
<th>CLASS</th>
<th>POWER OUTPUT</th>
<th>AREA OF DAMAGE</th>
<th>PATHOLOGICAL EFFECT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1 / 1M</td>
<td>Maximum power output is a few microwatts. Visible spectrum output</td>
<td>Considered incapable of producing hazardous eye/skin exposure unless viewed with collecting optics (1M). Does not apply to open Class 1 enclosures containing higher-class lasers</td>
<td></td>
</tr>
<tr>
<td>Class 2 / 2M</td>
<td>Maximum power output is &lt; 1 mW. Visible spectrum output</td>
<td>Considered incapable of producing hazardous eye/skin exposure within the time period of human eye aversion response (0.25 s), unless viewed with collecting optics (2M)</td>
<td></td>
</tr>
<tr>
<td>Class 3R</td>
<td>Maximum power output is 1 mW - &lt; 5 mW. Visible and non-visible spectrum</td>
<td>Potentially hazardous under some direct and specular reflection viewing condition if the eye is appropriately focused and stable or if viewed with collecting optics.</td>
<td></td>
</tr>
<tr>
<td>Class 3B</td>
<td>Maximum power output is 5 mW - &lt; 500 mW. Visible and non-visible spectrum</td>
<td>Presents a potential eye hazard for intrabeam (direct) or specular (mirror-like) conditions. Presents a significant skin hazard by long-term diffuse (scatter) exposure if higher powered and operating in 200 – 280 nm UVC ranges</td>
<td></td>
</tr>
<tr>
<td>Class 4</td>
<td>Maximum power output is &gt; 500 mW. Visible and non-visible spectrum</td>
<td>Presents potential acute hazards to the eye and skin for all intrabeam and diffused conditions. Potential hazard for fire (ignition), explosion and emissions from target or process materials.</td>
<td></td>
</tr>
</tbody>
</table>

EYE DAMAGE - WAVELENGTHS

<table>
<thead>
<tr>
<th>WAVELENGTH</th>
<th>AREA OF DAMAGE</th>
<th>PATHOLOGICAL EFFECT</th>
</tr>
</thead>
<tbody>
<tr>
<td>180 - 315 nm (Ultraviolet UV-B, UVC)</td>
<td>CORNEA; Deep-ultraviolet light causes accumulating damage, even at very low power</td>
<td>Photokeratitis; Inflammation of the cornea, similar to sunburn</td>
</tr>
<tr>
<td>315 - 400 nm (Ultraviolet UV-A)</td>
<td>CORNEA and LENS</td>
<td>Photochemical cataract; Clouding of the lens</td>
</tr>
<tr>
<td>400 - 780 nm (Visible)</td>
<td>RETINA; Visible light is focused on the retina</td>
<td>Photochemical damage; Damage to retina and retinal burns</td>
</tr>
<tr>
<td>780 - 1400 nm (Near Infrared)</td>
<td>RETINA; Near IR light is not absorbed by iris and is focused on the retina</td>
<td>Thermal damage to cataract and retinal burns</td>
</tr>
<tr>
<td>1400 - 3000 nm (Infrared)</td>
<td>CORNEA and LENS; IR light is absorbed by transparent parts of eye before reaching the retina</td>
<td>Aqueous flare; Protein in aqueous humor, cataract, corneal burn</td>
</tr>
<tr>
<td>3000 – 10000 nm (Far Infrared)</td>
<td>CORNEA</td>
<td>Corneal burn</td>
</tr>
</tbody>
</table>
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- Review **Standard Operating Procedures**, operating and safety instructions and laboratory-specific laser instructions
- **Be trained in laser safety** and specific laser procedures
- Observe all written procedures, safety rules and properly use appropriate PPE
- Be **authorized by the Principal Investigator**
- Be **directly supervised** by a person knowledgeable in laser safety
- Wear appropriate PPE, follow safety procedures and SOP’s
- Never circumvent **Administrative or Engineering safety controls**
- Know the location and use of the **power kill switch and fire extinguisher**
- Use the buddy system when working with **high voltage equipment**
- **Not wear reflective metal jewelry** when working with laser beams
- **Never stare directly into a beam** even with eye protection; use indirect viewing
- Give sufficient attention to **non-beam hazards** to prevent possible injury and illness
- Be aware of **plasma and collateral radiation**
- **Notify supervisor immediately** of potentially hazardous conditions, personal injury, or property damage

IN EACH LAB, PERSONNEL MUST BE ABLE TO OBTAIN:

- **Training** on equipment, procedures and emergency procedures
- **Safety Equipment** that is sufficient in numbers for lab staff, appropriate for the equipment in use and in good operating condition
- **Standard Operational Procedures** for the safe use of all equipment
- Information from the PI or Lab Manager about **potential equipment hazards**

EMERGENCY INSTRUCTIONS

1. **Shut the laser off immediately** and remove the interlock key. If not possible, alert everyone to **exit the laboratory** and be the last to leave the laboratory

2. If there is a fire, get everyone out of the laboratory immediately. At the same time **shout “FIRE” loudly** and frequently. **Turn on a fire alarm.** Do not try to “fight” the fire from inside the laboratory; do it from the doorway to maintain an escape route

3. In the event of MAJOR injury, **Summon Medical Assistance.** Call 911 from a campus phone or 310-825-1491 from a cell phone

4. **Call Security and/or Fire Department** (911) as necessary

5. **Call EHS Hotline** (59797) to report the incident
   Note; ALL incidents must be reported to the Laser Safety Officer

6. **Contact the PI and/or Lab Manager** and describe the emergency
Appendix A

Physics 4AL: Guide for Making and Inserting Plots

Step 1: Obtaining Graph data from Excel

In MS Excel simply click on the white space in your graph, this will select the entire graph. You can then
use the ctrl+c keyboard shortcut to copy the graph. Alternatively you can right click on the graph’s white
space and click “copy” from the menu. Simply paste this in Word in the normal way (ctrl+p) or right click
and selecting “paste”

Step 2: Formatting the Graph

Now that the graph is in MS Word, you need to format the graph according to the rules agreed upon by
the grading staff. Every graph needs these three things: Axis labels, units, and a title. Additionally,
graphs with multiple datasets require some way of determining what the data represents (either an
explanation or a legend), and some graphs require a trendline with an equation. Many of these things
can be set up in Excel beforehand and will be copied over. You may also generate them directly in Word.
The lab manual has a pretty good explanation of how to do all of this in Excel and the procedure is

---

Note: This guide was written by Julio S Rodriguez Jr and produced using MS Office 365. The procedure is basically the same for Office 2013 and Office 2010. This guide was written for those using the Windows version of Office, but the process is undoubtedly similar on a Mac and this guide contains valuable information regarding graphing procedure in general.

See the 4AL Lab Manual §3.2.2 for how to generate a plot in Excel
largely the same in word. The Lables, units, and trendline should appear ON THE GRAPH while title and trendline equation (with error) should appear IN THE CAPTION. If you use a legend you do not need an explanation of what the data points represent, if you do not have a legend, you should include such an explanation in the caption.

Step 2.1: Axis Labels
There is an easy way to add axis labels. Click on the whitespace in your graph and on the ribbon, a few new tabs will open up under the group heading “Chart Tools”. On the “Design” tab there are some preset layouts. In general, you should pick the preset with axis labels (see image on next page). You can click on the axis labels to edit their content. The correct format for an axis title as agreed upon by the teaching staff for this course is “Quantity name, Symbolic Designation (Unit).” The quantity name is what it is you are measuring in plain English (Distance, Time, Speed, number of events, etc). The symbolic designation is the letter or symbol you will be using to represent this quantity (D, t, v, N, etc.). Make sure the units you are using make sense. If you are looking for a slope with units of \( \frac{m}{s} \) your units on the ordinate (vertical axis) should be m and the units on the abscissa (horizontal axis) should be s. You may need to resize the plot area for clarity and change the font size on the axis title to make it more legible. I will be working with the assumption that the legend is not necessary since we will have a very descriptive caption. Simply click on the legend and press the “delete” key on the keyboard.

Step 2.2: Adding the caption
This is probably the trickiest part of the whole process. The caption function in Word is great in that it auto-numbers things for you, and lets you use different numberings for figure and tables. The “cross-reference” tool adds to its functionality, because changing the caption numbering order will not mess up the numbering in the text of your
paper. Before we add a caption, we need to change the nature of the graph. Right now Word is treating our graph like an object that takes up its own line, but we want Word to treat the graph as an object embedded in the text (like the image on the right). Click on your graph and this time on the ribbon click on the “Format” tab under the Chart Tools heading. Here click the “Wrap Text” button and on the “Square” option (on older versions of Word, the image for this button looks like a dog instead of an arched curve). Move your graph where you want it to appear in your paper and then add the caption.

Right click on the whitespace of your graph and click the “insert caption” option. All kinds of options come up, but the default settings are okay for graphs. This will insert the caption as a text box, but we need the caption to be associated with the graph. To do this: If the border and sizing handles on the textbox are not already showing, click on the textbox (anywhere inside). While holding down ctrl, click on the graph. This should select both objects. Release ctrl and right click on either object, then select “Group > Group”.

These two objects will now be treated as a unit; moving one of them will move the other one. In this caption the first thing after the designation (i.e.: after some kind of text like “Figure 1”) should be a short, descriptive title. The title should not simply be “distance vs time” or whatever you have on your abscissa and ordinate, but rather should give the reader a good idea of what it is you are presenting. You should also include the trendline equation if it is asked for or important, and a brief, stand-alone description of what is going on in the figure. This should not be terribly long, but graphs and captions should be self-contained and give the reader the essence of your results. If there are multiple data-sets being presented with multiple trendlines, make sure to either explain what each data set represents in the caption or include a legend that makes clear to the reader the conditions under which each data set was taken. Reformat the text in the text box to match rest of your document. You may choose to format the title of the graph in bold font for clarity, but this is not strictly required. To add equations, you can either type things out and use the “symbol” function to include any non-standard symbols, or you can use the equation editor (alt = or insert > equation). A common convention is to italicize variables and leave units un-italicized in equations, remember to leave a space between the units and variables if the two are being multiplied.

When referencing you graphs or images in your paper, you should refer to them by their designation. To make this as painless as possible, you may want to use the cross-reference tool in Word. If you change the order of your graphs, insert another graph before one you have already referenced, or anything else along those lines, this tool will keep all of your numbers in order. On the ribbon under the references tab, click “Cross-reference.” Under “Reference Type,” select “Figure,” and under, “Insert Reference To,” select “Only Label and Number.” You can leave on the “hyperlink” function if you wish. Select which figure you wish to make reference to in the box labeled “For which caption.” This inserts a reference to your chart. For example, Figure 1 below shows what a proper graph should look like. If you insert any
The blue dots on this graph represent data points taken from the Fakemeter 5000 while on a bicycle ride though Imaginary Park. Distance as a function of time was calculated using the regression tool in Microsoft Excel 365 in order to find the average velocity of the cyclist. The line of best fit is represented by $D = (5.5 \pm 0.5) \frac{m}{s} t - (1 \pm 2)m$. 

**Figure 1: Average Velocity of a Bicycle Ride;**
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